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Figure 1: A design space of single-user CR application

ABSTRACT
Cross-reality (CR) applications allow users to utilize tools for prob-
lem solving that reside on different points of the Milgram reality-
virtuality spectrum. Design guidelines for such applications are
missing. In this paper, we are proposing a design space focusing on
single-user Cross Reality applications as a tool for guiding research
and development projects.

CCS CONCEPTS
• Human-centered computing → Interaction design theory,
concepts and paradigms;Mixed / augmented reality; Virtual
reality; HCI theory, concepts and models.
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1 INTRODUCTION
Single user cross reality applications allow a user to move between
different points of Milgram’s reality-virtuality (RV) spectrum, uti-
lizing environments that best fit a specific task or purpose. Cross
Reality (CR) usage will likely increase significantly in the near fu-
ture due to progress in peripheral devices, multisensorial rendering,
computational power, and enhanced 5g networking capabilities.
Although studies have been conducted in the field of Cross Reality,
a framework used to classify CR application designs has not been
created.

Researchers have spent decades exploiting the benefits and po-
tentials on different points along Milgram’s RV continuum[23].
However, most studies that have been conducted focus on a single
point on the RV continuum or compare the advantages and dis-
advantages of the system on different points of the RV spectrum.
With the breakthroughs in technology in recent years, the barrier
that restricted applications to a single space on the RV spectrum
no longer exists. Therefore, an increasing number of studies are
starting to explore a system that connects multiple points on the
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RV spectrum. Cross-Reality (CR) was defined as "transition between
or concurrent usage of multiple systems on the RV continuum"[2].

However, the design space for CR application is huge since it in-
volves making design decisions impacting application components
residing on multiple points of the RV spectrum, such as Virtual Real-
ity (VR) or Augmented Reality (AR). Each point in the RV spectrum
raises many questions regarding user-friendly design of informa-
tion presentation, interactions and appropriate available technology
use. Due to the multi-space nature of CR, some studies look into
collaborations that involve users using systems at different points
along the RV continuum[13][12]. However, Wang et al. proposed
that CR can support the individual user by moving visualizations
across the Milgram continuum[32]. Moreover, this combination of
display-based visualization, AR, VR, and more could potentially
overcome disadvantages and enhance the advantages of systems at
different spaces of the RV continuum for a single user[28]. Applica-
tion developers have to make many design choices for CR systems
but lack structured guidance on what choices to make. This paper
presents a design space focusing on single-user Cross Reality ap-
plications that target state-of-the-art personal technologies that
are commercially available and accessible for everyday users. Our
design space focuses on personal devices such as AR HMD, VR
HMD, desktop, laptop, tablet, etc. We propose this design space
as the groundwork and tool that the CR research community can
use to discuss, guide research, and develop applications that cross
between points of the RV spectrum.

Figure 2: Technologies along the RV continuum[26]

2 RELATEDWORK
The RV continuum proposed by Milgram describes the degree of
the virtuality of a single display system. On one end is a real envi-
ronment where the user can only see real objects in the physical
world[23]. On the other end, a user is completely immersive in a vir-
tual environment where only virtual objects can be seen. Pointecker
et al. presented a generic CR architecture that lists technologies
in different spaces of the RV continuum, as shown in the figure 1
[26]. Riegler et al. used the example of different technologies on the
RV continuum such as 2D screen, AR, and VR to demonstrate the
advantage of each point individually[28]. Wang et al. proposed re-
search questions: how can a single user naturally interact with a CR
application and how can users a seamless transition from one point
of the RV spectrum to another [32]. To the best of our knowledge, no
research discussed a design space for cross-reality applications nor
do any evidence-based guidelines for designing such applications
exist. In the following, we will start to address the former, focusing
on single-user applications while leave collaborative applications
for future work.

3 DESIGN SPACE
We propose a high-level design space for a single-user CR appli-
cation with four dimensions. The first dimension describes the
central concept of CR: transition or concurrent usage. The sec-
ond dimension discusses the visual output devices, which focus
on HMDs. The third dimension distinguishes between the choice
of input devices used by CR applications. Last but not least, the
fourth dimension discusses interactions involved in a single-user
CR application. Figure1 gives an overview on the design space.

3.1 Transition and Concurrent Usage
In this first dimension, three main scenarios(S) can be derived from
the definition of CR for single-user applications:

• Scenario 1 (S1): A user transits from one point on the
RV continuum to another Applications that fall into S1
use a single HMD, or a HMD with secondary visual output
devices on other points along the RV continuum. A use case
is an application that allows users to do analytical work
with 2D and 3D visualizations on both computer monitors
and a VR headset. For example, the user works with 2D
visualizations on a computer that connects to a standard
display. When the user needs to work with 3D visualizations,
s/he could put on a VR headset and do analytical work in
a virtual environment. In this case, the action "put on VR
headset" is an example of user transition from the physical
world to the virtual environment. However, the transition
that requires the user to put on or take off an HMD, instead
of wearing it continuously, is not considered a seamless
transition. Seamless user transition from one point of the
RV spectrum to another (i.e., transitioning from the real
environment to virtual environment) is feasible with video
pass-throughHMD such as Varjo XR-3 or optical see-through
HMD such as Microsoft Hololens 2 since the device itself
does the transition without the effort and time to put it on
and off the HMD[15][24].
Standard 2D monitors, AR HMDs, and VR HMDs could sup-
port analytical work differently[20][33][1]. The transition
from one point on the RV continuum to another could bring
benefit to the user since it allows the user to effortlessly
switch to the environment that is most suitable for the task.

• Scenario 2 (S2): A user moves a visualization from one
point on the RV continuum to another: The first use
case in S1 falls into S2 if both 2D and 3D visualizations
are initially being analyzed on a 2D monitor and the user
moves the visualization from the monitor to the virtual en-
vironment. Wang et al. proposed a research idea that moves
information from a 2D monitor to the VR/AR environment
to overcome the limitation of the physical 2D display[32].
Schwajda et al. proposed transformation initialization, target
layout in 3D space, and transformation parameters as three
influential areas to be considered to seamlessly transit in-
formation from a 2D display to AR[30]. In that study, when
the user selects a visualization and pulls the controller away
from the 2D display, a copy of the visualization will first
spawn in AR space in a 2D form that aligns with the 2D visu-
alization shown in the 2D display. Then the 2D visualization
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in AR space will transform into a 3D visualization. A natural
and seamless transition of information from a standard dis-
play to AR space using optical see-through HMD is based on
enabling hand gesture interaction so that users can perform
a "grab" action pull the visualization out of the 2D display
into AR 3D space. When the visualization hits the boundary
of the 2D display, it should disappear from the 2D display
and appear in AR space to simulate the illusion that visual-
ization is being moved from a 2D monitor to physical space
by hand. Alternatively, it could stay visible on teh monitor
and, essentially create a copy in the physical space.

• Scenario 3 (S3): A user interacts withmultiple systems
that belong to different points on the RV continuum
concurrently: S3 must involve the concurrent usage of de-
vices/systems in at least two different spaces on the RV spec-
trum. It is challenging for users to interact with systems
too far away from each other on the RV continuum, such as
using a desktop while wearing a VR HMD. There are quite
a few studies on the concurrent usage of systems located
at the space between 2D and AR on the RV continuum[23].
The study conducted by Reipschlager and Flemisch et al.
combined an AR HMD with the 2D interactive display. The
result indicates that this concurrent usage could reduce the
perception issue of the 2D display and better support dense
data analysis[27]. Langner et al. explored utilizing the con-
current usage of AR HMD and multiple mobile devices (i.e.,
tablets) for data visualization[19]. Mayer et al. proposed the
idea of using a planar surface mobile device as a cutting
plane that interacts with volumetric data in mixed reality
(MR) environment[21]. The proposed design utilizes planar
devices categorized into simple or smart handheld devices
(HHD). A simple HHD, like a tablet, is a tangible interface
that provides haptic feedback and is utilized as an additional
control for MR devices. Therefore, the application that com-
bines MR HMD with simple HHD does not fall into S3 as
the HMD is the only device displaying digital information.
However, a smart HHD such as a tablet has computing power
and displays visualizations categorized as the 2D device on
the RV continuum. Thus, the design proposed by Mayer et
al. that utilizes a concurrent usage of MR HMD and smart
HHD falls into S3.

3.2 Output Devices
This dimension focuses on display devices used for CR since only
few studies are related to multisensory output in this field. Our
design space focuses on three types of visual output devices in this
dimension based on three spaces on the RV spectrum: standard
monitor, AR HMD, and VR HMD. A CR application should utilize
at least two types of output devices in this dimension.

• Standard Monitor Device The standard monitor in our
design space is defined as a device with a display utiliz-
ing a 2D array of pixels to represent information or visu-
alization and does not give the user the illusion that the
computer-generated content exists in the same space as the
user. A large variety of devices have been included in this
category, such as desktop and laptop monitors, tablets, and

large displays. Devices that fall into this category contribute
non-negligible benefits to CR applications. For example, a
state-of-the-art standard monitor has high readability and
resolution, allowing to fine-grained details [28]. In addition,
the user can operate the desktop with familiar ways of in-
teraction. Furthermore, the standard monitor device with
touch input provides haptic feedback. Portable devices with
standard monitor reduce the location constraint and provide
more flexibility[26]. Many studies have been conducted on
combining standard monitor devices with AR or VR HMD
in S3 using visualizations in AR space, enhancing informa-
tion on the standard monitor device, or using the standard
monitor device as a tangible input device to interact with
visualizations in AR and VR space[21][11][27][19][22][6][4].
However, only few papers or studies are related to S1 and
S2[32][30].

• ARHMD AR is in the center of the RV continuum. Since an
AR environment integrates real and virtual environments,
the devices that fall into this category are naturally suitable
for CR applications. The AR HMDs utilized in CR applica-
tions can be categorized into optical see-though HMD and
video pass-through HMD.
Optical see-through HMD shows data and visualizations on
a transparent or semi-transparent display[31]. The user who
wears optical see-through HMD can see and interact with
standard computing devices, which makes it suitable for ap-
plications in S1, S2, and S3. However, optical see-through
does have limitations, such as low contrast and a narrow
field of view (FoV) [9][16][26]. These limitations significantly
impact the range of transition in S1 and S2 since users are
not able to be visually isolated and be fully immersed in a
computer-generated environment as created by VR HMD.
The state-of-the-art optical see-through HMD supports the
transition between real and AR spaces. The limitation caused
by low contrast and a narrow FoV will be overcome in the
near future. Compared with optical see-through such as
Hololens 1, more advanced ARHMD such as Hololens 2 have
a significant increase in FoV from 30◦ by 17.5◦ to 43◦ by 29◦.
Magic Leap 1, as an alternative product to Hololens 2, has a
Fov of 40◦ by 30◦[14]. The contrast ratio has been increased
to around 70 percent for Hololens 2 [10]. This advancement
in AR technology will enable optical see-through devices to
provide S1 and S2 transition from the real environment to a
space near the VR environment. Video pass-through HMD
uses multiple wide-angle cameras affixed to the HMD to
capture live video and render it in the display [26][25]. This
type of technology enables the applications that utilize video
pass-through HMD to support S1 and S2 transition between
any realities on the RV continuum. However, the technology
is not mature yet. Pfeil et al. built a video pass-through HMD
prototype by attaching ZED Mini to an HTC Vive and found
issues related to distance perception[25]. Oculus Quest 2, as a
newer device, has embedded video pass-through functional-
ity, but the live video rendered on display has low resolution
which does not provide the user the perception of the real
world. Urho claims that the video pass-through HMD made
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by Varjo can render live video of the physical world on dis-
play close to the quality of what the user could see through
the transparent display of an optical see-through HMD[15].
This HMD could be utilized in any CR application.

• VR HMD VR HMD is on one end of the RV continuum in
which the user will be fully immersed in VR space visually.
Due to this characteristic, only one study has been found in
S3 that utilizes VR HMD since the user can not interact with
other computing devices invisible to her while wearing a
VR HMD [21]. In addition, it is challenging for the user that
is fully immersed in a VR space to interact with the 2D de-
vice. However, research related to the transition perspective
utilizing VR HMD in S1 and S2 still has great potential.

3.3 Input Device
We classify input devices into two categories based on the number
of systems along the RV continuum designed to interact within
a single application. Input devices are usually designed for a spe-
cific space on the RV continuum. Category one (C1) represents
input devices that interact with only one systems along the
RV continuum. For example, the mouse and keyboard are com-
monly used to interact with desktops and laptops[29]. Touch screen
interaction was introduced in the 1990s and is now widely utilized
by laptops and mobile devices. Touch user interface even became a
state-of-the-art input method for mobile devices with the invention
of multi-touch displays[5]. The digital pen as an input device in-
vented in 1955 is now another common input device of laptops and
mobile devices[8]. The controller is the standard input device for
VR devices that have 6 degrees of freedom tracking. A VR controller
usually has joysticks, buttons and touchpads integrated into it[3].
However, many input devices could be utilized in multi-space on
the RV continuum. Category two (C2) represents input devices
that interactwithmultiple systems along theRV continuum
in an application. Data gloves can recognize hand gestures and
provide a more accurate and natural interaction experience than a
static keyboard and mouse, which has been utilized in computer,
AR, and VR applications[18][34][17]. The optical hand tracker is
another input device that supports gesture tracking. The latest VR
and AR HMD, such as Oculus Quest 2 and Mircosoft Hololens 2,
has an integrated optical hand tracker. The optical hand tracker
such as Leap Motion could be attached to a desktop, laptop, or older
VR HMD (Oculus Rift) to enable natural gesture interaction[5][7].
Voice input devices are commonly embedded in personal devices
discussed in this paper, including VR HMD, AR HMD, desktop, and
mobile devices. Eye-gaze input devices are usually embedded in the
latest VR and AR HMDs[11][31][3]. Eye-gaze input devices such
as Tobii EyeX can be attached to desktops and laptops to support
eye-gaze interaction[5].

Based on the definition of CR, a CR application should support
transition or concurrent usage in at least two spaces of the RV
continuum. Since different spaces on the RV continuum have dif-
ferent input modalities that are suitable. Researchers and designers
need to make a choice or find the balance between the two types
of input implementation. The first type of implementation (T1)
is mono-interaction. This implementation aims to avoid switch-
ing the way of interaction when users interact with the system in

different spaces of the RV continuum. The second type of input
implementation (T2) is multi-interaction. Users interact with sys-
tems in different spaces of the RV continuum in a way that is the
most efficient in each space. The CR application that implements
T1 could utilize C1 input devices or multiple C2 devices that share
the same type of interaction. For example, a CR application that
utilizes a Microsoft Hololens 2 and a personal computer with a
Leap Motion Controller enables users to interact with both systems
using hand gestures. The prototype presented by Reipschlager and
Flemisch et al. utilizes a digital pen that communicates with both,
an AR HMD and a 2D display, to create annotations. In this study,
the digital pen is an example of a C1 device[27]. In the use case
described in S2, that user transit visualizations between the 2D
monitor and AR HMD, a potential choice of input is utilizing mouse
and keyboard for interaction with the 2D display while utilizing
controller or hand gesture control for interaction with AR HMD.
Thus, the user could interact with the 2D display with a familiar
and conventional way of input and interaction with visualization
in AR space with input that is adapted to spatial operation. In this
case, both input devices are categorized in C2 since they interact
with devices in one space on the RV continuum.

Whether an input device is categorized in C1 or C2 is based
on how it is used in the system. Both the prototype presented by
Langner et al. and the prototype presented by Mayer et al. utilize a
tablet as an input device. In Langner’s prototype, the touch input
from the tablet only affects the visualization shown on the tablet.
Meanwhile, the tablet utilized in Mayer’s study could interact with
visualizations shown on the tablet and in MR space[19][21].

3.4 Interaction
This dimension is dedicated to CR interactions that are inspired by
3D interaction techniques in mixed reality. The first interaction (I1)
is transiting to another reality as describe in S1. Interaction 2
(I2) ismoving a visualization across realities which is essential
functionality for the application that falls into S2. I2 is implemented
in Schwajda’s study in which users could move graph-based data
from a planar display to AR space[30]. I2 needs to be enabled by
another important interaction (I3) in CR, which is selecting ob-
jects across realities. For example, to move a visualization from
a standard display into AR space as described in Schwajda’s study,
the user should select the visualization in the 2D display from the
AR space. Manipulating object across realities (I4) is an inter-
action technique closely related to applications that fall into S3.
In the study by Mayer, the user could use a 2D device (tablet) to
manipulate a visualization in AR and VR space[21].

4 CONCLUSION
We present this design space based on state-of-the-art commercial
accessible personal technologies. We looked at four dimensions of
the single-user CR application. We hope this design space will help
researchers and designers with decision-making when building the
single-user CR application.
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