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Abstract 

Testing graphical user interfaces (GUIs) is difficult – they’re enormously complex, 

difficult to verify, and very likely to change.  This thesis presents an overview of these 

challenges, followed by an overview of previous attempts to make GUI testing practical 

that categorizes each approach based on the challenge it addresses.  A new tool for GUI 

testing, LEET, was created to apply automated rule-based verifications to manual 

exploratory test sessions that had been recorded.  Five main research questions are 

identified:  

1) Can rule-based exploratory testing be used to catch high-level, general bugs? 

2) Can rule-based exploratory testing be used to catch low-level, specific bugs? 

3) Can rules be reused in tests for different applications? 

4) How often is it possible to use keyword-based testing on GUIs? 

5) Is rule-based exploratory testing less effort than writing equivalent tests by using 

a capture/replay tool and inserting verifications manually? 

A preliminary evaluation of rule-based exploratory testing with LEET is performed.  This 

pilot study was able to provide some answers to the first four questions.  It was found that 

rules can be used to detect both general and specific bugs, but rules for general bugs were 

easier to transfer between applications.  It was also suggested that, despite the advantages 

that keyword-based testing presents to human testers, it interferes with the process of 

creating automated test oracles and the process of transferring rules between applications. 

The fourth question, however, was unanswerable based on the results of these pilot 

studies, so instead a set of recommendations for future work on the subject is presented.  
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Chapter One: Introduction 

Nearly every modern application uses a graphical user interface (GUI) as its main means 

of interacting with users.  However, because GUIs allow users so much freedom of 

interaction, they are very difficult to test.  This thesis discusses a new approach to GUI 

testing that enhances the process of manual exploratory testing with automated, rule-

based verifications. 

Previous research has mainly focused on how to automate the process of writing tests, as 

seen in Chapter 2.  Automating GUI tests is difficult because GUIs are very complicated, 

writing automated test oracles for GUIs is difficult, and changes to GUIs that do not 

change the functionality of an application can still break automated GUI tests, as seen in 

Section 1.3.   Rule-based testing, however, is a form of automated testing which reports 

erroneous application behaviour instead of verifying proper behaviour, which makes 

creating automated test oracles easier and reduces the chances that a test will break when 

a GUI is changed.  Exploratory testing is a way of testing GUIs manually, but it too is 

hampered by the complexity of GUIs.  Combining exploratory testing and rule-based 

testing makes use of the strengths of both of these approaches and provides a new, 

promising approach to GUI testing. 

The first step to combining these two methods is to record the interactions performed 

during an exploratory test session as a replayable script.  Next, a human test engineer 

defines a set of rules that can be used to define the expected (or forbidden) behaviour of 

the application.  The rules and script are then combined into an automated regression test 

that can be used to expand the amount of the system that was originally investigated by 

exploratory testing.  This approach allows a human tester to select specific parts of the 
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system that should be tested further, which, in effect, decreases the amount of manual 

testing that needs to be done.  At the same time, this subset of the application is tested 

thoroughly using automated rule-based testing in order to verify more properties of more 

parts of the application than would be possible with exploratory testing alone. 

This thesis provides a review of literature detailing previous attempts to automate GUI 

testing.  It also discusses the method of creating a system to combine exploratory testing 

with automated rule-based testing.  This system was implemented as LEET (LEET 

Enhances Exploratory Testing), and a pilot evaluation was used to determine that rule-

based exploratory testing is a practical approach to GUI testing that deserves further 

study. 

This chapter provides background material necessary to understanding the contributions 

of this thesis.  First, the structure of GUIs is discussed.  An overview of testing is 

provided next, followed by a discussion of the benefits and liabilities of manual and 

automated testing techniques.  Finally, the difficulties involved with testing GUIs are 

discussed.  Ways in which this rule-based exploratory approach can help address these 

difficulties are discussed.  Research questions and goals are also stated. 

1.1 Graphical User Interfaces 

GUIs allow users to interact with applications via text input, mouse movement, and 

mouse clicks, which makes interacting with computers more natural and intuitive.  GUIs 

are now an essential part of most modern applications, and very few do not contain some 

form of GUI.  Of these GUI-based applications, 45-60% of the total code of the 

application can be expected to be dedicated to its GUI [1].   
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In modern, GUI-based operating systems, the root of a GUI must be a window.  Windows 

are special containers of widgets, or user interface elements (UI elements), that are 

grouped hierarchically.  Widgets receive a user’s interactions, such as mouse clicks or 

text input.  These interactions are then received by the application containing the widget, 

which should respond to the user’s interaction by updating its GUI.  GUIs are composed 

of one or more windows, each of which contains of a set of one or more widgets.   

This thesis focuses specifically on GUIs running on Microsoft’s Windows line of 

operating systems.  The operating system used for evaluations was the 32-bit version of 

Windows 7.  In other operating systems, Linux variants in particular, GUIs usually 

represent an interface with an application running from the command line, a text-only 

interface.  Text-only interfaces only allow for interactions based on textual input, and are 

less complicated (and therefore easier to test) than GUI-based applications.  However, in 

Windows, GUIs are tightly integrated with applications, and therefore testing an 

application through interactions with its GUI, rather than testing an application and its 

GUI separately, is an important topic. 

Additionally, the approach to testing GUIs as presented in this thesis focuses on event-

driven applications.  In event-driven applications, every function performed by the 

application is a response to a user interacting with the application.  For example, when a 

user clicks a button, some function of the application is invoked.  Most desktop 

applications and most websites fall into the category of event-driven applications.  

Another class of applications can be described as loop-driven.  Loop-driven applications 

perform functions primarily in response to internal computations or the passage of time, 

though user events also invoke functionality.  Computer games, for example, are 



4 

 

primarily loop-driven in nature.  In this thesis, an event-driven approach to testing is 

explored, and so only desktop and web-based applications are considered. 

1.2 Testing – An Overview 

It is a basic fact of software development that applications will contain defects, or errors 

in the code of the application.  Defects may or may not cause faults, or discrepancies 

between the desired behaviour of the system and its actual behaviour when run.  Failures 

occur when the faulty state of the system causes a noticeable error.  The term bug is 

slang, and may be used informally to refer to any of the above – but, in this paper, “bug” 

will always refer to a software failure. There is not necessarily a one-to-one relationship 

between defects, faults, and failures.  The same fault can be caused by multiple defects in 

the code of an application, and a single failure can be caused by different faults. 

Testing is the process of interacting with an application in an attempt to find bugs so that 

they can be fixed.  Thus, the purpose of testing is to increase the odds of an application 

functioning properly for users.  Tests can be used to find bugs in an application, but they 

are not able to show that an application has no bugs.   

A test consists of two parts: a test procedure and a test oracle.  A test procedure is an 

ordered set of interactions that explore an application’s functionality.  This can be 

envisioned as a script of interactions to take in order to execute a test.  The term state 

refers to the values of all of the properties of different parts of an application at a given 

point in time, and a test oracle describes the expected state of an application during 

execution of the test procedure.  Bugs are exposed when the execution of a test procedure 

triggers the code in which they are contained and the test oracle notices the discrepancy 

between the expected state of the application and its actual state. 
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Testing can be performed from two perspectives: black box or white box (sometimes 

known as glass box).  In white box testing, an application’s code is visible to the test 

procedure.  White box testing is used to determine the correctness of the internal 

structures of an application: variables can be set, classes can be created, and individual 

methods within the application can be called directly by the test.  Black box testing, on 

the other hand, tests the functionality of an application from a user’s point of view.  The 

application is interacted with through its interface, and its source code is not used.  White 

box testing is useful for detecting whether parts of an application are working correctly, 

while black box testing is useful for determining whether the application provides the 

desired functionality to the user. 

Testing can also be performed at a variety of levels and for a variety of purposes.  Unit 

testing tests individual classes and methods of an application, and is used to determine if 

individual parts of the system work correctly in isolation.  Integration testing tests 

different subsystems of the application in order to determine whether different parts of 

the system will function correctly when interacting with each other.  System testing tests 

the application as a whole, and is used to determine if the application as a whole is 

working correctly.  Acceptance testing is similar to system testing in that it tests the entire 

application, but the purpose of acceptance testing is to determine if the application 

provides the functionality it was originally intended to.  Regression testing is the re-

running of previous tests on an application after changes have been made to it, and is 

important in ensuring that changes to one subsystem of an application don’t end up 

breaking a seemingly-unrelated subsystem. 
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Manual testing is a form of testing in which human testers execute tests on an application 

through its user interface.  Generally, these tests are defined beforehand.  However, 

exploratory testing is a form of manual testing that does not use pre-defined tests, and 

instead relies on the skills and intuition of individual testers.  Automated testing is 

performed by specifying tests in terms of executable code, which a computer then runs.  

Each of these techniques is described in detail in the following subsections. 

The subject of this thesis is a new approach to testing graphical user interfaces by 

enhancing exploratory testing with rule-based verification.  This approach leverages 

manual exploratory testing to provide test procedures and leverages the advantages of 

automated testing through use of rule-based test oracles.  This approach is a black box, 

system-level approach to testing the functionality of an application through its graphical 

user interface.  While the exploratory testing involved is manual, recording these tests 

and enhancing them with rule-based verification leverages the advantages of automated 

testing. 

1.2.1 Manual Testing 

In manual testing, a human will interact with a system in order to attempt to uncover 

bugs.  Manual testing is generally understood as scripted manual testing, in which a tester 

follows a predefined script when interacting with the system.  These scripts are usually 

created by test engineers, and then run later by software testers.  Scripts for manual 

testing can be viewed as test programs written to be executed by humans rather than by 

machines.  Scripted manual testing is a tedious process when done repetitively (as for 

regression testing). 
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A linear expenditure of effort is required to perform manual testing on new features as 

well as regression tests of existing features.  The graph shown in Figure 1 shows a 

hypothetical example of the amount of effort required to perform this degree of testing 

over several iterations of software development. 

 

Figure 1: Effort required to manually test an application as features are added 

1.2.1.1 Exploratory Testing 

Exploratory testing is a form of manual testing, but it is significantly different from 

scripted manual testing.  Exploratory testing has been defined as “simultaneous learning, 

test design, and test execution” [2].  In exploratory testing, no predefined test cases are 

used, which allows testers to perform ad-hoc interactions with the system based on their 

knowledge, experience, and intuition in order to expose bugs.   

Scripted testing has the advantage of consistency, while exploratory testing benefits from 

its reliance on human ingenuity.  Both avoid the difficulties involved with creation of an 

1 2 3 4 5 6
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rt

Iteration

Manual Effort
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automated test oracle, as described in Section 1.3.2, by relying on a human’s ability to 

judge whether or not a system meets expectations. 

Despite its unplanned, freeform nature, exploratory testing has become accepted in 

industry, and is felt to be an effective way of finding defects [3].  Practitioner literature 

argues that exploratory testing also reduces overhead in creating and maintaining 

documentation, helps team members understand the features and behaviour of the 

application under development, and allows testers to immediately focus on productive 

areas during testing [3] [4].  Further, a recent academic study shows that exploratory 

testing is at least as effective at catching bugs as scripted manual testing, and is less likely 

to report that the system is broken when it is actually functioning correctly [4]. 

However, there are several major difficulties involved with exploratory testing.  First, 

exploratory testing is limited in that human testers can only test so much of an application 

in a given time.  This virtually ensures that parts of the application will be insufficiently 

tested if exploratory testing is the only testing strategy used to test an application.  Figure 

2 shows a brief example of the path through the states of an application that might be 

explored in an exploratory test session.  Many states of the application are left unexplored 

in this example.  Second, it is often difficult for practitioners of exploratory testing to 

determine what sections of an application have actually been tested during a test session 

[3].  This makes it difficult to direct exploratory testing towards areas of an application 

that have not been tested previously, and runs the risk of leaving sections of  
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Figure 2: State diagram of manual test session 
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an application untested.  The difficulties encountered in testing modern software systems 

are explored in detail in Section 1.3. 

 Because of this, practitioners of exploratory testing argue for a diversified testing 

strategy, including exploratory, scripted, and automated testing [5].  Such a testing 

strategy would combine the benefits of exploratory testing with the measurability, 

thoroughness, and other advantages of automated testing described in the following 

subsection.  However, there is a lack of tool support that would augment exploratory 

testing with scripted and automated testing techniques.  One of the contributions of this 

thesis is the creation of such a tool and a pilot evaluation of its abilities. 

1.2.2 Automated Testing 

In automated testing, both the test procedure and test oracle are defined in terms of 

executable code.  These automated tests are then used to verify that the application 

functions as expected throughout development.  The main advantage of automated testing 

is that the effort required of human test engineers is nearly constant.  Because executable 

tests can be rerun without effort on the part of human testers, regression testing is much 

simpler in automated testing situations.  Humans are still required to write new tests and 

to fix broken tests, but tests are run automatically.  This resulting necessary effort to write 

new tests for each iteration can be seen in Figure 3. 

There are many additional advantages to automated testing.  First, automated testing is 

highly repeatable.  If a bug is detected during test execution, the failing test can simply be 

rerun to determine if the bug is reproducible.  This can make it easy to isolate the specific 

interaction that triggers a bug.  Second, many code coverage tools exist that work well in 

tandem with the execution of automated tests.  This makes it easier to determine which 
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areas of an application need additional testing.  Third, many techniques exist for 

automatically generating automated tests that thoroughly explore an application under 

test.  Some of these are explored in detail in Section 2.1.2. 

 

Figure 3: Effort required to implement automated tests for an application as 

features are added 

Even if coding an automated test is assumed to be more difficult than running a manual 

test, over time automated testing can be expected to save a significant amount of effort 

provided that regression testing is thoroughly conducted, as in the conceptualization 

shown in Figure 4.  However, this is not always the case.  For example, if an automated 

test requires frequent maintenance, or if only a few iterations of software development 

are being performed, then automated testing may well require more effort than a manual 

approach.  For reasons explained in the Section 1.3, the effort involved in writing 

automated tests is highly variable, and can negate the benefit of not requiring a human to 

execute tests.   
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Figure 4: Comparison of expected effort involved in manual and automated testing 

1.2.2.1 Rule-Based Testing 

A rule is a way of expressing the permissible states of an application.   Rules can be 

described using an “if... then...so...” formulation.  For example, “if you are under the age 

of 21, and if you are in the United States, and if you are not a member of the armed 

forces, then you cannot legally purchase alcohol, so if you do a crime has been 

committed” is a rule describing alcohol regulations in the United States.   

In this example, the “if...” part of a rule is known as a precondition.  A precondition is a 

simple check to see whether a rule should apply given the current state of the application 

under test.  If rules have more than one precondition, all preconditions must be met in 

order for the rule to apply.  If the preconditions are not met, then the rule is finished 

executing.  Preconditions can be shared among rules, and this fact can be used with 

algorithms like the Rete Algorithm in order to reduce the overhead involved with 

verifying preconditions in rule-based testing [6].   
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If a rule’s preconditions are met, then its action should be run.  A rule’s action is used to 

ensure that a piece of the functionality of the system is working as expected within a 

given state, as determined by the precondition.  A rule’s action must at least perform a 

verification about the state of the system, but, in this thesis, it can also be used to drive 

test execution in order to perform verifications.  The action associated with a rule should 

not be confused with actions used in test scripts, which signify interactions with the 

application under test only and do not perform verifications.  For example, in #Section, 

rule actions are used to interact with the system under test so that further verifications, 

also carried out as part of the rule action, will be possible.  While this definition is 

currently used in the implementation discussed in this thesis, it will be advisable for 

future work to split rule actions into a discrete action and a postcondition in order to 

intellectually separate each part of the rule. 

If a rule’s verification is not met, there will be a consequence for the failure of the 

application to meet expectations.  Consequences can be either fatal or nonfatal.  Fatal 

consequences indicate that a feature of the system does not meet expectations, while 

nonfatal consequences are used to draw a tester’s attention to suspicious system 

behaviour.  In rule-based testing, a set of rules for an application is paired with a test 

procedure and used as a test oracle. 

This thesis presents a combination of manual and automated testing techniques that 

leverages the advantages of both techniques.  Manual exploratory testing is paired with 

automated rule-based testing, and the pilot evaluation of this approach, presented in 

Chapter 5, shows that this pairing is promising and that further investigation should be 

performed. 
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1.3 Major Challenges of GUI Testing 

This section explores the issues encountered when testing modern software systems.  The 

underlying difficulty is that users interact with nearly all applications through a GUI.  

GUIs allow users to interact with applications via text input, mouse movement, and 

mouse clicks.  Because GUIs offer users great freedom of interaction, the number of 

possible interactions with a GUI is very large, which makes GUIs enormously 

complicated from a testing perspective.  This makes interacting with computers more 

natural and intuitive than using a command line interface and allows users to interact with 

more than one application at a time.  GUIs are now an expected part of most applications.   

This thesis addresses the problem of testing an application with a GUI.  It is understood 

that tests will interact with an application through its GUI, as users would.  This is easily 

accomplished through an exploratory testing approach, but difficult to do with automated 

tests.  Because this thesis explores an approach that makes use of a form of automated 

testing, it is important to understand the reasons that automated GUI testing is difficult.  

In this subsection, the issues involved in performing automated testing of an application 

with a GUI are broken down in to three categories, and each is explored individually.  

1.3.1 Complexity 

The more freedom a user is allowed when interacting with an application’s GUI, the 

larger the application’s interaction space becomes.  Even a relatively simple GUI can 

present an alarmingly large number of different ways in which a user can interact with it.  

In terms of testing, this means that the number of possible sequences of events increases 

exponentially with the length of a test script [7].  Further, the potential a suite of GUI 

tests has to find bugs in an application is determined by two factors: the number of 
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possible events that have been triggered; and the number of different states from which 

each of these events is triggered [8].  

This means that, in order for a suite of tests to have a reasonable chance of detecting bugs 

in an application, its tests will need to trigger as many events as possible from as many 

different states as possible.  In other words: there is an impractically huge amount of 

testing that could be done on an application through its GUI, and it’s hard to detect bugs 

without doing a significant portion of this testing.   

The complexity of GUIs is a problem for manual and automated testing alike.  For 

manual testing, the main problem is that the human effort required to test a complex 

system is prohibitive.  While exploratory testing shows promise in terms of efficiently 

identifying aberrant behaviour in GUI-based applications [3] [4], it remains impractical to  

thoroughly or repeatedly test an application using only an exploratory approach.  With 

automated testing, it is possible to run a large number of tests cheaply, so if automated 

tests are generated automatically, as in Section 2.1.2, it may be possible to thoroughly test 

an application or to run tests repeatedly.  However, doing so takes time and it may not be 

practical to run such a test suite on a regular basis [9]. 

The approach described in this thesis leverages the ability of exploratory testing to focus 

on an “interesting” part of an application under test and to determine correctness or 

incorrectness of the application’s features.  By focusing effort on testing one part of a 

system over another, or testing one part of a system in detail, human exploratory testers 

are implicitly exercising their judgement to identify interesting parts of an application.  

Automated rule-based testing can then be used to perform further testing on this 

subsystem.  In this way, a only a subset of an entire application is tested, but this 
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subsystem has been deemed important due to the focus placed on it through exploratory 

testing and will be tested thoroughly through rule-based verifications. 

1.3.2 Test Oracle Problem 

In exploratory testing, a human tester’s expectations are used in place of a test oracle to 

determine if a test fails or succeeds. Creating automated test oracles to replace human 

intuition is a significant problem.  The effectiveness of automated testing is limited by the 

ability of test engineers to define automated test oracles [10].  In automated testing, test 

oracles consist of sets of values that properties of the components of an application 

should have after a given step in the test procedure.  These expected values are then 

automatically compared to the actual values of those properties in the application during 

the execution of a test.  The more values a GUI test oracle is comparing, the stronger its 

bug-detection ability [11].  For example, an GUI test oracle that verifies many properties 

of many different widgets after each step of a test script is more likely to notice bugs than 

an oracle that verifies only properties of fewer widgets, or one that only performs 

verifications once at the end of a test.  Even if the procedure exposes a bug in all of these 

cases, if the automated oracle isn’t sufficiently-detailed, the bug could go uncaught.  

However, detailed oracles are difficult to create and take much processor time to run [11].  

In the previous section, it was mentioned that suites of tests for GUI-based applications 

needed to trigger many events from many different states.  In addition, this section shows 

that, when relying on automated testing techniques alone, detailed test oracles would 

need to be created to verify that each of these individual interactions is correct.  

The approach described in this thesis focuses on using rules as automated test oracles.  

The rules themselves, however, are defined by a test engineer to specify details about the 
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behaviour of only certain parts of an application.  In this way, portions of an application 

that are judged to be likely sources of bugs, or have proven to be buggy in the past, are 

singled out for detailed scrutiny.  

1.3.3 The Impact of Changes to the GUI on GUI tests 

A problem specific to automated testing of GUI-based applications is that changes to the 

GUI are able to break tests even when the underlying application is not changed in any 

important sense.  This is due to the fact that GUI testing frameworks interact with GUIs 

by looking up specific widgets and then sending events to them.  The process of looking 

up widgets for interaction is what makes GUI tests fragile.  GUI testing frameworks tend 

to interact with a GUI from another process in order to interact with a GUI in a similar 

way to a user.  This fragility would not be reduced by executing GUI tests from within 

the same process as the GUI itself is running, as it would still be necessary to look up a 

widget in the running GUI from its representation within the code of the application.  

When interacting with a GUI from another process, as shown in Figure 5, these 

interactions are performed through the mediation of the operating system on which the 

test and application are running.  Clicking a button, for example, is achieved either 

through moving the mouse over the button and sending the operating system a mouse 

click event or through the use of an accessibility framework that is able to directly call all 

of the events that would be invoked through this mouse click.  After receiving these 

messages, the operating system will then pass appropriate events along to the application.  
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Figure 5: Testing a GUI-Based Application Through OS-Based Actions 

A GUI can also be tested from within the same process, either by including tests in the 

same project so that they are compiled and run in the same process as the application 

itself or by injecting tests into a running application using aspect-oriented approaches.  

The issue with this is that additional events may be called by clicking a widget that would 

not be called by directly calling the most relevant method within an application from test 

code.  For example, calling a button’s “OnClicked” method from a test will invoke that 

method, but would not perform additional interactions that would be raised if a user had 

clicked the button – selecting the button, for instance.  These additional events will not be 

invoked through in-process testing, even though they may be important to the way the 

application responds. 
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On the other hand, running test code from a separate process usually forces tests to 

interact with an application in a very similar way to the way in which a user would, the 

exception to this being when reflection is used to access the internals of a process.  Out of 

process testingdoes, however, introduce the complication of locating specific widgets 

within the application’s process so that they can be interacted with.   

The first method of interacting with an application’s GUI from an out-of-process test 

used absolute screen coordinates.  For example, if one step of a test procedure was to 

click a close button, this button was assumed to be in a certain absolute location on the 

screen.  The mouse cursor would then be moved to this location, and a mouse click event 

raised.  Using a coordinate system relative to the window of the application’s GUI rather 

than absolute screen coordinates avoids the obvious problem of windows opening at 

different locations at the screen.  However, even using relative coordinates will cause a 

test procedure to break when a button is moved during the redesign of a GUI.  Even 

though the functionality of the application will be unchanged in this case, a test involving 

the moved button will falsely indicate a bug in the application’s functionality. 

One solution is to use an accessibility framework to locate and interact with widgets.  

Accessibility frameworks provide information about the individual elements that make up 

a GUI.  When using an accessibility framework, widgets of a GUI implement an 

AutomationPattern – an interface through which tests and other applications can easily 

access properties and functionality of widgets.  This information can include the name of 

a widget, a unique identifier for it, its type, values of its different properties, and ways of 

interacting with it.  Interactions from a test with a GUI-based applications through the 

mediation of an accessibility framework can be seen in Figure 6.  These tools are often 
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used to enable users with disabilities – for example blindness – to use GUI-based 

applications with the support of assistive technologies – like screen readers.  However, by 

using an accessibility framework to interact with elements of a GUI, the additional events 

that are not raised through in-process testing can be raised.  Examples of accessibility 

framework include Microsoft’s Active Accessibility [12] and Windows Automation API 

[13]. 

TestApplication Business Logic

Button 2

Functionality

Text Box 1

Functionality

Button 1

Functionality

Functionality

Application’s GUI

InvokePattern

InvokePattern

ValuePattern

Text Box 2 ValuePattern
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Figure 6: Testing a GUI-Based Application via an Accessibility Framework 

Since accessibility frameworks can provide information that can be used to identify 

widgets uniquely, it is possible to find widgets of an application that match given 

parameters while running a test.  There are two main schools of thought on how this 

should be done.  In the first, called testing with object maps, as much information as 

possible about a widget is recorded when the test is written.  This information can include 
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the name of a widget, its position on screen, its background color, and so on.  Then, when 

a test is run, the widget most closely matching this set of information can be located. In 

the second approach, called keyword-based testing, each widget in an application is 

required to have a unique identifier that can be used to locate it when a test is run.  In this 

way, only a single piece of information is required in order to locate a specific widget.  

While both of these methods decrease the risk of breaking tests when changing an 

application’s GUI, keyword-based testing is easier for human testers to use.  Because of 

this, LEET was implemented using keyword-based testing.  However, as was discovered 

in Chapter 5, keyword-based testing is difficult to use with automated tests, so future 

work involving rule-based exploratory testing should make use of testing with object 

maps. 

It is still possible to change a GUI without changing the underlying application’s 

functionality in ways that will cause a test to break.  For example, imagine a login screen 

like that found on many web pages.  It consists of two text boxes: one for a username and 

one for a password.  Before revision, entering an incorrect username/password pair will 

cause a new page to load which informs the user of the problem.  After revision, a popup 

window might be created to display the same information, without changing the content 

of the current page.  While the basic functionality of this feature, “inform the user that 

their name and/or password are incorrect,” has not changed, the way the GUI displays 

this information has changed sufficiently to break tests. 

This sort of scenario is very common, with up to up to 74% of test cases rendered 

unusable after modifications to an application’s GUI [14] [15].  This means  that broken 

test scripts will need to be repaired or that equivalent tests that will work on the new 
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version of the GUI will need to be created.  When tests break too often, there’s a risk that 

developers will start to dismiss failing tests as simply the test’s fault, in which case 

developers will be less likely to rely on the test suite to catch errors, which defeats the 

purpose of automated testing in the first place [16].  Research on this topic is discussed in 

Section 2.2. 

In order to minimize the risk of tests erroneously reporting bugs in an application, the 

approach proposed in this thesis leverages rule-based testing.  Since rule-based testing is 

used to specify forbidden application states, rather than specific expected states, use of 

this approach reduces the odds of false bug reports at the risk of not detecting bugs in 

cases where preconditions of a rule are not met.  However, since tests do use script-based 

test procedures, it is still possible for tests to break based on errors locating widgets to 

interact with.   

1.3.4 Real-World Cost of GUI Bugs 

Perhaps the most challenging aspect of GUI testing is that GUI-based bugs do have a 

significant impact on an application’s users.  Studies done at ABB Corporate Research 

support this concern [17].  60% of defects can be traced to code in the GUI, which is 

directly in line with what is expected from the percentage of GUI code in an application.  

While it might be tempting to think that defects arising from a GUI might be trivial, these 

studies showed the opposite: 65% of GUI defects resulted in a loss of functionality.  Of 

these important defects, roughly 50% had no workaround, meaning the user would have 

to wait for a patch to be released to solve the issue. 

This means that, regardless of the difficulties involved, GUI testing is still a vital part of 

the development of an application.  GUIs need to be well-tested in order to reduce the 
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instances of bugs being discovered not before release of an application by testers, but 

after release by customers.  Despite the usefulness of automated testing in finding bugs, it 

is currently common for industrial testers to bypass automated GUI testing by interacting 

with the GUI through a specific test interface [18] or to skip automated GUI testing 

entirely [19].  In this second case, an attempt is made to keep the GUI code too simple to 

possibly fail, and the GUI is then tested manually while the rest of the application is 

tested with automated test suites.   

While this approach may be sufficient in certain situations, the rule-based exploratory 

testing proposed in this thesis addresses the issues that prevent automated GUI testing 

from being widely-used, and provides a more rigorous method for finding bugs than 

manual testing alone. 

1.4 Research Questions 

This thesis presents a new approach to rule-based exploratory testing of GUI-based 

applications that leverages keyword-based testing in order to locate widgets for testing.  

Because this approach has not been attempted in detail previously, it is important to 

discover what kind of testing can take advantage of this kind of approach.  Two of the 

research goals of this thesis can be derived directly from this fact: 

1) Can rule-based exploratory testing be used to catch general bugs? 

2) Can rule-based exploratory testing be used to catch specific bugs? 

In these questions, general bugs are defined as bugs that could occur in many sorts of 

interfaces.  For example, one general bug discussed in Chapter 5 is that widgets can 

respond to events even if they are not in the visible area of the computer’s screen.  This 

situation could occur in any GUI-based application, so it is considered to be a general 
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bug.  Specific bugs, on the other hand, are defined as bugs that could only occur in 

specific types of interfaces.  For example, the second bug discussed in Chapter 5 deals 

with a bug that can only occur in web-based applications that make use of a specific 

interface through which a user can enter his or her age.  This bug is considered to be 

specific because it can only be encountered in very specific interfaces that are used in 

very few GUI-based applications.  A tangential question to these first two is:  

3) Can rules be reused in tests for different applications? 

This third question is addressed in Sections 5.2.1 and 5.2.2, by creating rules based on 

general and specific bugs and attempting to apply these rules to various GUI-based 

applications.  Rules are considered reusable if it is possible to apply them to different 

applications without changing them. 

A fourth question was raised during the course of the preliminary evaluation:  

4) How often is it possible to use keyword-based testing on GUIs? 

This question was raised in response to various difficulties in conducting the 

investigations in Sections 5.2.1 and 5.2.2.  Since there is an alternative to keyword-based 

testing – testing with object maps – this is a particularly relevant question. 

Finally, an attempt was made to address the underlying question of this thesis: 

5) Is rule-based exploratory testing less effort than writing equivalent tests by using 

a capture/replay tool and inserting verifications manually? 

This fifth research question is intended to discover whether rule-based exploratory testing 

is more efficient than existing approaches to GUI testing.  However, this  is a very large 

question, and could conceivably take an entire thesis of its own to answer, so the purpose 
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of this investigation is included simply to see if, in a small data set, rule-based testing is 

always or never more efficient than creating equivalent tests with the traditional method. 

1.5 Goals 

There are two main goals of this thesis.  The first is the development of a tool that can 

support manual exploratory testing of GUI-based applications with automated rule-based 

verifications.  This is discussed in Chapter 3, which discusses LEET, the tool created for 

this thesis to make rule-based exploratory testing possible. 

The second goal is to attempt to answer the research questions listed above in order to 

come up with a more focused list of recommendations for further work on rule-based 

exploratory testing.  If future work is to prove whether this method is more effective than 

existing methods, it should be possible after attempting to answer each research question 

to come up with a concrete hypothesis for use in future evaluations. 

1.6 Conclusion 

In this chapter, an approach to testing applications through their GUIs by enhancing 

exploratory testing with rule-based verification is presented.  The structure of GUIs was 

explained.  Basic terminology for testing was presented in order to better contextualize 

rule-based exploratory testing.  Manual and automated testing techniques are evaluated, 

and their strengths and weaknesses are explained so that it can be seen how adding rule-

based verifications to exploratory testing can improve the process of GUI testing.  The 

difficulties involved with GUI testing were explained in detail so that the benefits of 

enhancing exploratory testing with rule-based verification could be clarified.  Finally, 

research questions to investigate and goals of this thesis were stated. 
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Chapter Two: Related Work 

This section presents an overview of experiences with, techniques for, and tools that 

support testing an application through its GUI.  There have been many attempts in 

academia to deal with the problem of GUI testing, and these focus in large part on an 

automated approach.  Because of this, the following section will deal with publications 

by area of contribution, rather than individually.  Contributions are grouped into those 

that deal primarily with complexity (Section 2.1), those that deal with primarily with 

change (Section 2.2), and those that deal primarily with verification (Section 2.3) in GUI 

testing.  These areas of contribution are further subdivided where appropriate in the 

following subsections. 

2.1 Dealing with Complexity 

One of the three major challenges involved in GUI testing is dealing with the 

overwhelming complexity of the GUI itself, as originally introduced in Section 1.3.1.  In 

the following subsections, various approaches to reducing the amount of complexity 

involved in GUI testing are summarized. 

2.1.1 Avoiding the GUI 

The simplest approach to testing a GUI-based application is to ignore its GUI.  In this 

subsection, several ways of testing a GUI-based application while minimizing the focus 

that must be placed on its GUI are summarized. 

2.1.1.1 Testing Around the GUI 

The first option for avoiding the complexity associated with GUI testing is to circumvent 

the GUI.  This can be achieved by adhering to a software design pattern along the lines of 

the Mode-View-Controller pattern, in which the GUI code is kept too simple to possibly 
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fail [20] [21].  It is also possible to design a specific testing interface through which to 

interact with the underlying application without the additional complications of the GUI 

[18].  It is worth noting, however, that neither of these approaches will uncover errors 

that, in spite of the design process, occur in GUI code.  However, it is possible that 

accessibility frameworks, as described in Section 1.3.3, interact with the GUI in a 

realistic-enough fashion that they can be used as a testing interface for GUI-based 

applications. 

2.1.1.2 Symbolic Execution 

It is possible to use symbolic execution of a model of a GUI to derive optimal inputs to 

use during testing [22].  Symbolic execution is a way of figuring out which inputs will 

result in a specific path through a system being taken, and this process can be automated.  

For instance, out of the many possible inputs to a text box that takes a given number of 

characters, it’s highly likely that only a small number will trigger interesting or different 

system behaviour [22].  By combining symbolic execution with a white-box approach to 

test execution, it’s possible to identify a set of inputs that will statistically exercise more 

of the code related to a widget than would be probable by selecting input values 

randomly.  This technique can be used to drastically reduce the number of test procedures 

needed to test a section of a GUI, as only the most interesting input is used.  However, 

this technique has only been shown to be applicable to text input to GUI widgets, and has 

only been shown to be able to identify high-level errors such as uncaught exceptions [22].  

In other words, it has only been used to expose a small subset of possible bugs. 
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2.1.2 Automated Generation of Tests 

It is possible to use AI systems to automatically generate test suites for GUI-based 

application.  These test suites tend to have weak test oracles despite having 

comprehensive test procedures.  A weak test oracle is one that has a low probability of 

detecting a fault even if one is triggered.  While it is possible to automatically generate 

test procedures for a GUI, it is very difficult to automatically generate meaningful test 

oracles.  This subsection summarizes attempts to automatically generate test oracles 

capable of detecting faults in user interfaces. 

2.1.2.1 Automated Planning 

Automated planning makes use of AI systems to automatically generate a path between a 

given initial state in a GUI and a given goal state.  This is useful in that if it is not 

possible to reach the goal state, then it can be inferred that the GUI is broken.  While this 

kind of oracle requires no additional effort to create, it is very weak for detecting bugs.  

An obvious problem with these systems is that they rely on a human tester to define the 

expected behaviour of each of the widgets used in an application’s GUI for use in the 

planning process – a tedious task [23] [24].   

2.1.2.2 Evolutionary Testing 

In evolutionary computation, a population is created by generating a set of algorithms 

based on a template.  Algorithms generated in this way are similar to the template used to 

create them, but differ in small, randomized ways.  This population is evaluated based on 

a set of fitness criteria, and a new population is generated using the fittest algorithms in 

the current population as the template.  This process can be done iteratively in order to 

produce successively fitter populations.   
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Similarly, in evolutionary testing, populations are composed of test cases, and the fitness 

function used is based on factors like the number of bugs detected by the test, the amount 

of the system that the test covers, and so on.  It should be noted that, in this work, the 

possibility that a bug report could be wrong is not considered.  Using this sort of fitness 

function for evaluating and evolving test cases makes it is possible to increase test 

coverage in areas of the GUI that have been shown to include faults previously, and at the 

same time to weed out infeasible test cases – test cases that are not executable [25] [26].  

This approach has also been applied to interactions themselves by prioritizing those that 

have led to faults in previous generations of tests [27]. 

While evolutionary testing makes it possible to increase the amount of an application that 

a test covers by using this axis as part of the fitness function, it is difficult to pair these 

procedures with meaningful test oracles.  Oracles that check for faults like crashing 

programs and uncaught exceptions can be used, but oracles that verify the correctness of 

an application’s functionality cannot be generated automatically, and are not have not 

been used in this method of testing.  As with rule-based exploratory testing, it is possible 

to define strong oracles manually and then incorporate them into the testing process, but 

this has not yet been done with the fitness functions used in evolutionary GUI testing. 

2.1.2.3 Randomized Interaction 

Another solution to the complexity of testing a GUI-based application is to simply 

interact with its GUI randomly [28] [29].  Interactions can be chosen at random from 

those available at each state of the GUI, meaning that no formal definition of a test is 

actually recorded.  Additionally, if each sequence of interactions is recorded, it is possible 

to generate a test suite made up of tests that increase overall code coverage.  If two 
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sequences cover the same sections of the system, then it is possible also to select the 

shorter of the two for inclusion in the test suite [28].  In this way, it is possible to generate 

and refine a suite of tests geared toward increasing test coverage.   

However, again, this approach is constrained by the difficulty of detecting faults through 

automatically-generated tests.  While it is entirely possible to detect application crashes, 

uncaught exceptions, and the like, it is much more difficult to use this approach to verify 

that the correctness of the application under test’s response to a specific interaction. 

2.1.3 Model-Based Testing 

One approach to simplifying the testing of a system is to first create a model of the 

system itself.  Creating such models is a tedious process, but tools for automating it do 

exist.  After a model has been created, it can be used to simplify the process of using one 

of the approaches to automated test case generation from Section 2.1.2.  However, the 

basic issue with model-based testing is that these models are linked directly to the 

complexity of the system under test, which, in the case of GUI-based applications, means 

the models themselves can be quite complex.  Further, if model-based testing simply 

confirms that a GUI conforms to its model, then only verification is being done, and 

validation – ensuring that a system meets its intended requirements – is omitted.  In this 

section, the several types of models that have been applied to the testing of GUI-based 

applications are explained. 

Model-based testing has several advantages, including the ability to select and optimize 

test cases intelligently and the ability to thoroughly test a system as represented in its 

model.  However, test suites generated from models can be too large to run in a timely 

manner [9]. 



31 

 

2.1.3.1 Finite State Machines 

It has always been tempting to try to formally specify software applications in terms of 

finite state machines, or finite state automata (FSA).  FSA can be used to represent an 

application as a set of states and interactions that cause transitions between states.  This 

makes it possible to use FSA in the automated generation of test cases.  The problem with 

using this approach on a GUI-based application is that a FSA representation of a GUI 

will have a enough  states and transitions that creating and running tests from the FSA 

will take a prohibitively long time.  Many of these states will not be detectable through an 

application’s GUI, and the effect of many transitions will be difficult to determine.  

Moreover, FSA need to be entirely re-generated in the event of changes to the GUI [30].  

Because of these factors, FSA remain difficult to apply effectively to testing applications 

through their GUIs.    

However, some specialized forms of FSA have been used for GUI testing with some 

success.  Variable finite state machines (VFSM) are FSA with additional global variables, 

which allow for the same state to respond to the same input in different ways based on 

previous input [31].  This makes it possible to decrease the number of states and 

transitions that must be included in the VFSM drastically [31].  While VFSMs are a 

significant improvement over FSA, they are still vulnerable to the same problems 

mentioned above.   

2.1.3.2 Event-Flow Graphs 

Event-flow graphs (EFGs), sometimes known as event-sequence graphs [32] or complete 

interaction sequences [33], are forms of FSA that can be used to model all possible 

sequences of interactions that can be executed on a specific GUI [1] [34] [35] [36].  This 
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is accomplished by modeling only interactions that cause transitions to take place, and 

states are represented implicitly.  Because the number of such transitions is enormous 

even for relatively simple GUI-based applications, and because different windows in an 

application can represent independent arenas of interaction, EFGs can be simplified by 

breaking the main graph down into subgraphs representing individual windows [32] [35].   

Paths through these EFGs can be used as test procedures, but the effectiveness of test 

oracles generated in this fashion is limited.  Tests generated from EFGs can only be used 

to detect differences between versions of the same GUI, including unexpected crashes, 

and carry the risk of flooding developers with false positives, especially given the 

enormous number of tests that can be generated from EFGs. 

2.1.3.3 Event-Interaction Graphs 

Event-interaction graphs (EIGs) are a refinement of EFGs that focus on GUI events that 

trigger events in the underlying code of the application [34] [7].  EIGs model the ways in 

which the underlying application can be manipulated so that AI planning techniques can 

be used to automatically generate test cases from the model that will primarily test the 

underlying application code, rather than events provided by the framework used to write 

the GUI.   

While it is possible to generate tests that are capable of detecting bugs in open-source 

systems using this technique [7], these automatically-generated tests tend to be much 

longer than necessary.  In fact, it is both possible and advisable to pare these tests down 

to what’s known as a minimal effective event context (MEEC) – the shortest sequence of 

events capable of triggering the fault – before adding them into a regression suite, as 

running the suite of generated tests can take a significant amount of time [7]. 
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2.2 Dealing with Change 

The second major challenge involved in GUI testing is the likelihood that the GUI will 

change repeatedly over the course of development, and the likelihood that tests developed 

against the previous version of the GUI will no longer work when run against the current 

GUI.  This topic is discussed in more depth in Section 1.3.3. The basic problem is that an 

altered GUI can result in a false positive stemming from the procedure of a test.  This 

means that it was not possible to run the test properly, and should usually be interpreted 

as a broken test.  This is distinct from finding a bug, which would result in a failure 

stemming from the an inconsistency between the test oracle and the running system.  

While it is possible to repair broken test procedures automatically, determining whether 

its test oracle is still valid in its new context requires human intervention.  The following 

subsections summarize attempts that have been made to make GUI test suites robust 

enough to deal with failures in test procedures caused by changes to a GUI, or to ease 

their repair when tests do break. 

2.2.1 Testing Around the Interface 

As mentioned in Section 1.3.3, one of the ways of avoiding the complexity of testing a 

GUI-based application is to create a test harness through which tests can be run.  This 

harness will provide an interface through which  widgets can be accessed.  It can be used 

to test whether, if widgets are calling the correct events in the code-behind, the 

application will respond correctly.  However, since testing harnesses skip the GUI 

entirely, they are of course unable to find GUI bugs. 
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Accessibility frameworks, like those mentioned in Section 1.3.3, carry the advantages of 

a test harness and are, at the same time, able to test GUI code as well as underlying 

application code.   

Accessibility tools interact with the GUI in ways that make them usable as test harnesses.  

For example, the Windows Automation API and Microsoft Active Accessibility 

frameworks are built-in to GUI-based applications programmed using Windows 

Presentation Framework or Windows Forms [13] [12].  Since an accessibility framework 

used in this fashion is tightly integrated with the GUI itself and will call methods in and 

report events raised from these widgets, testing through an accessibility framework is 

analogous to testing the GUI itself, while avoiding the complexities involved in out-of-

process testing – such as locating a widget to test and invoking its functionality. 

Testing tools that are based on accessibility frameworks have the added advantage of not 

needing to know the specific class of a widget when a test is run.  Rather, the basic 

functionality of a widget is used instead.  In the Automation API, buttons, hyperlinks, 

drop-down menus, and many other widgets are categorized as “InvokePattern” objects.  

This means that a test that involved performing an invocation of a button would still work 

if that button were changed to a hyperlink.   

Because of the potential of accessibility technology to assist in testing of GUI-based 

applications, it’s no surprise that many new GUI testing approaches described in 

academic literature are starting to make use of this technology [37] [38] [39] [40] [41].  

LEET, the implementation of rule-based exploratory testing presented in this thesis, 

makes use of the Automation API in order to take advantage of this added stability. 
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2.2.2 Prototyping 

Approaches to test-driven development of GUI-based applications based around 

extensive user interface prototyping have sought to minimize change in the GUI once 

development has started in order to provide a more stable target for GUI tests [37] [38].  

In these systems, a low-fidelity prototype of the GUI is created, and usability testing is 

iteratively performed on this prototype.  This helps to discover and fix usability flaws in 

the GUI before actual GUI development begins.  These usability flaws include issues 

which prevent users from actually using the system, and are likely to result in changes to 

the structure of the GUI.  By dealing with usability flaws before coding begins on the 

actual GUI, it is less likely that the GUI will need to be changed during development.  

Tests can then be recorded from the final version of the prototype.  As yet, this approach 

is the only one to focus on reducing the need for change, rather than on minimizing the 

impact of change.  While this approach is promising, it has yet to be supported through 

any case studies. 

2.2.3 Repairing Broken Test Procedures 

When GUI test suites break, it is possible in some cases to repair the broken tests without 

human involvement, or to assist in manual repair.  While the automated approaches to 

test repair are intriguing, human judgement is currently required in order to determine if a 

test oracle makes sense in the context of a revised GUI or repaired test procedure.  

Making this decision could prove more difficult than simply re-writing the entire test 

[16]. 
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2.2.3.1 Approaches Based on Compiler Theory 

One approach to the repair of broken test scripts is based around an error-recovery 

technique used in compilers.  A broken test procedure can be seen as a sequence of 

events which is illegal for a given GUI, so by inserting events from the new GUI into the 

test procedure or by skipping events from the old procedure within the new one, it is 

sometimes possible to return the procedure to a usable state [15] [14] [42].  Due to the 

nature of this approach, it is entirely possible that there could be multiple ways to repair a 

single broken test procedure.  This means that it can be used to automatically increase 

coverage of the application under test through these new versions of the same tests. 

2.2.3.2 Assisting Manual Repair 

Rather than attempting to automatically repair broken test scripts, it is also possible to 

automatically determine where changes in a GUI are likely to have broken test 

procedures, and to support manual test repair.  The first step in this process is to 

determine which interactions in the test procedure refer to widgets that have been altered, 

and to determine the impact of their alteration on the procedure as a whole [40].  The 

impact of changing a widget between similar types, for example a RadioButton and a 

CheckBox, might be small in the context of a specific procedure, whereas removing a 

widget entirely would have a large impact within tests where the widget is referenced.   

One of the difficulties with this approach is determining why, specifically, a change in 

the script is likely to break a test.  It might not be obvious in the previous example why 

changing a widget from a RadioButton to a CheckBox should cause the test oracle to 

report a failure when both are accessed in the same way within the test.  In fact, through 

the Automation API, selecting either would be accomplished through a 
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“SelectionPattern” object’s “select” command.  In order to better determine how a change 

in the GUI has broken a test script, it may help to automatically type all references to 

widgets used in the script [41].  This means that a tester would have access to the 

programmatic type of objects with respect to the language in which they are coded, rather 

than simply the language in which the test script is accessing them. 

Another approach to simplifying the repair of broken GUI tests is to compose macros, or 

groupings of commands intended to make repeatedly performing the same set of 

interactions easier, out of sets of simpler interactions [43].  If a sequence of interactions is 

repeated across multiple tests, combining these interactions into a single macro can 

localize potential failures.  The set of these macros can be separated from test scripts, and 

maintained independently.  If a part of the macro breaks due to changes in the GUI, the 

fix simply needs to be applied to a single location in the script. 

These approaches to dealing with problems involved in GUI testing are unique in that 

they attempt to keep test engineers involved in the testing process, rather than to 

automate all GUI testing activities.  While these are promising new approaches, they lack 

evaluations that would be able to show if the approach is useful in practice. 

2.2.4 Actionable Knowledge Models 

Actionable knowledge models (AKM) are composed of actionable knowledge graphs 

(AKGs) – yet another form of FSA – and sub-goal lists (SGLs) [42].  Each SGL 

represents a node or set of nodes within an AKG, and can be envisioned as a test 

procedure.  By using AI techniques to transition a GUI-based application between 

vertices its corresponding AKG with the goal of reaching states of the application 

corresponding to vertices stored in SGLs, it is possible to store test cases within the 
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abstract structure of an AKM.  The advantage of doing so is that no test script is ever 

generated.  This means that, when the GUI changes, these changes need merely be 

incorporated into the AKM, and in so doing will be propagated to every test for the 

system simultaneously.    However, because this approach is based on the use of a FSA, it 

falls prey to the issues discussed in Section 2.1.3. 

2.3 Verifying Correct GUI Behaviour 

The final major challenge involved in GUI testing is the difficulty of creating strong test 

oracles.  This subsection presents various academic approaches to this issue, from 

lightweight approaches that use weak oracles to approaches that attempt to systematically 

model the behaviour of an entire GUI-based application.  It is interesting to note that 

verification is the least-well addressed of the three major challenges involved testing an 

application through its GUI in academic literature. 

2.3.1 Smoke Testing 

The majority of publications which address the problem of GUI testing focus on only half 

of the problem.  Approaches to automatically creating GUI test procedures are discussed, 

but automated creation of effective GUI test oracles is not.  Tests that either possess very 

simple oracles or lack them entirely are known as “smoke tests.”  Smoke tests aim to see 

whether the basic functionality of the system is present; in the case of GUI-based 

applications, smoke tests address questions such as “does the system crash during 

interactions,” “do widgets react to interaction,” and “does the system ever throw 

uncaught exceptions.” 

While this sort of testing is useful in that it can verify that it is possible to reach certain 

states in an application after it has been modified, it’s necessary to add additional 
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verification information to these tests before it would be possible to assess whether the 

system is behaving as expected, instead of testing to ensure the system is not behaving as 

not expected.  With weak oracles like these, GUI tests lose much of their ability to detect 

faults [44]. 

2.3.2 Verification Based on the Previous Build 

When GUI testing is performed in an environment in which continuous integration is 

practiced, an interesting approach to oracle generation can be taken.  Continuous 

integration is the practice of requiring tests for code to be accepted as part of a program, 

and of running all of these tests before a modification to the application is accepted.  

When continuous integration is used as part of a software development process, it is 

possible to assume that the previous version of the build is correct because it passed the 

previous run of tests in order to be accepted.  Each of these test runs can then simply 

verify that the current build behaves in the same way as the previous one [34]. 

In order for such an approach to be useful, it would be necessary for the GUI-based 

application that’s being tested to respond in a hard-coded correct fashion to each test until 

each bit of functionality is implemented.  Additionally, such a system would treat any 

change to the GUI as an error, and would thus be likely to return a number of failing tests 

each build unless the GUI is exceptionally stable.  Because of these limitations, this 

approach is only really practical for mature applications to which only maintenance work 

is being performed. 

2.3.3 Model-Based Verification 

In principle, it might be possible to use a detailed FSM, or some other model of an 

application, to describe all of the possible states of a GUI, and thereby to deduce the state 
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that should result from a given interaction.  Though this has been attempted in the past 

[45], the overwhelming complexity of modern GUIs is making this approach increasingly 

less feasible.  In fact, recent models, such as the EIG described in Section 2.1.3.3, 

abstract the state of the GUI entirely and focus only on possible events as a way of 

reducing complexity. 

2.3.4 Rule-Based Verification 

One approach to easing the creation of complex GUI test oracles is to define desired 

behaviour in terms of rules, like those discussed in Section 1.2.  It is then possible, after 

each step of the test procedure, to verify each rule against the running system.   

This approach has been used in the past to validate each state of an AJAX web interface 

[46].  In this system, defining specific warnings and errors in the HTML or DOM of the 

application in terms of rules presents a huge advantage, as they can simply be stored in a 

rule base that is queried repeatedly during test execution.  Since the test procedure of an 

AJAX application can be easily automated using a web crawler, all that really needs to be 

done in order to perform automated testing is to define each rule that the system should 

ensure.  Unfortunately, defining rules that perform validation only and are useful enough 

to aid in testing remains difficult. 

This previous approach was limited to AJAX applications only, and as such represents a 

proof-of-concept on a simplified GUI system.  However, a similar technique has been 

applied to GUI-based applications, in which events are defined as a set of preconditions 

and effects [23].  This technique is used primarily for automated creation of GUI test 

cases, but has the additional effect of verifying that the effects of each atomic interaction 

are as expected for a given widget. 
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The value of each of these approaches is that expected or unexpected states of the GUI 

are stored in terms of a reusable rule.  This means that it is possible to ensure that a 

specific error does not occur during the execution of a large number of separate tests.  

Because of this ability to test for the same properties across a long number of states, rule-

based testing plays a crucial role in LEET, as can be seen in Chapters 3 and 5. 

2.4  Conclusion 

In this section, academic publications on the topic of GUI testing were sorted into three 

categories based on their main contributions: those that helped deal with the complexity 

of modern GUIs; those that helped deal with changes in the GUI that would break tests; 

and those that dealt with the difficulty of creating automated test oracles for GUI-based 

applications.  While work has been done to explore different methods of testing 

applications through their GUIs, no publications address the issue, originally introduced 

in the introduction to this thesis, of integrating exploratory testing with automated testing 

methods.  Further, while rule-based testing has been briefly applied to GUI-based 

applications previously, LEET represents the first attempt to integrate manual exploratory 

testing with automated rule-based testing, or any other form of automated testing, and to 

apply this union to GUI testing.   
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Chapter Three: LEET 

In Section 1, three major challenges were addressed: complexity, change, and 

verification.  These three difficulties must be addressed by any GUI testing tool if it is to 

be successful.  First, a tool must be able to deal with the overwhelming complexity of a 

GUI-based application: the vast number of states that it can enter and the number of 

events that can be triggered in order to move the application between states must be 

reduced to a manageable subset in order for tests to be able to run within a reasonable 

amount of time.  Second, a tool must be able to deal with the rapid changes that GUIs 

undergo during development.  Broken test procedures, resulting from changes to the GUI, 

should be minimized without obscuring the results of failing test procedures, which result 

from changes to the functionality of the application.  Third, a tool must find a way to 

make use of strong, automated test oracles.   

This chapter describes the design of LEET Enhances Exploratory Testing (LEET), the 

implementation of the combination of exploratory and rule-based testing created to 

determine whether this approach to testing GUI-based applications is practical. 

3.1 Structure of LEET 

LEET is designed to support manual exploratory testing of GUI-based applications 

through the addition of automated rule-based verifications.  Through exploratory testing, 

a human test engineer explores a path through an application, and this path is recorded by 

LEET as a script of automatically replayable interactions – a test procedure.  In this way, 

a subset of the entire application is identified for further testing.  If this path proves 

interesting – if bugs are found, or if the system behaves suspiciously in the tester’s 

opinion – then the next step is taken.  Rules are used to define either the behaviour of 
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bugs in the application or a potential failure stemming from the suspicious behaviour – 

test oracles, in other words.  LEET can then replay the test procedure and query the set of 

rules at each step of the procedure.  The preconditions of these rules, the “if...” clauses, 

keep them from firing unless certain conditions are met, which reduces the number of 

false failures – bug reports resulting from an inability to correctly perform a verification 

rather than a failure of expectations to match the application’s behaviour.  This decreases 

the chances that changes to the GUI will end up breaking tests.  These rules are then 

queried throughout replay of the exploratory tests recorded earlier in order to ensure they 

are met throughout all of those states of the application, which results in a stronger test 

oracle.  This procedure can be seen in Figure 7.  Because users of LEET must be able to 

define rules through code, LEET’s target audience is test engineers. 
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Figure 7: The process of rule-based exploratory testing. 

Many different features are required in order for automated rule-based testing to 

complement manual exploratory testing.  Figure 8 provides an overview of these different 

subsystems and how each interacts with a GUI-based application can be seen in.   
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Figure 8: Diagram showing the structure of LEET 

First, it must be possible to record interactions that a test engineer takes on an 

application.  This is accomplished in LEET through the use of a Capture/Replay Tool 

(CRT).  CRTs record interactions taken by a user through recording the positions of 

mouse clicks and keystrokes or, alternately, through recording the events raised by an 

accessibility framework.  These interactions are recorded as a script, which can be 

translated to executable code to be replayed.  Because CRTs are able to record 

exploratory test sessions, they are central to any implementation that seeks to enhance 

exploratory testing with automated verifications.  Currently, events from only a handful 
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of AutomationPatterns are recorded by LEET.  LEET can interact with widgets that 

expose InvokePattern, ValuePattern, ExpandCollapsePattern, TransformPattern, 

TogglePattern, TextPattern, SelectionPattern, SelectionItemPattern, and WindowPattern 

AutomationPatterns.  However, this still leaves DockPattern, GridPattern, 

GridItemPattern, MultipleViewPattern, RangeValuePattern, ScrollPattern, 

ScrollItemPattern, TablePattern, and TableItemPattern, to be implemented in future work. 

In LEET, the CRT subsystem records interactions raised through the Automation API in 

a domain-specific language before compiling them into executable C# tests using the 

Compiler subsystem.  This allows test engineers the ability to edit tests in whichever of 

these formats they find more easier to use.  Compiled tests then use the Automation API 

to replay the previously recorded test on the application.  Figure 9 shows LEET, top, in 

the process of recording a test session taking place on the sample application, bottom. 

 

Figure 9: Recording an exploratory test session with LEET 
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Second, it must be possible to create rules (Section 1.2.2.1).  This involves a system for 

checking preconditions against a running application, deciding if they are met, running 

the action of a rule, and determining the consequence of failure.   In LEET, this is done 

through the Rule-Base subsystem.  The Rule-Base contains a set of rules, each of which 

is a set of preconditions that are used to determine when a rule should take an action, 

actions that are used to verify parts of an application under test, and consequences failing 

the verification process.  Preconditions and actions are checked against the running 

application via the Automation API.  Consequences can be either fatal or nonfatal.  Fatal 

consequences end a test run with an error, which signifies a bug in the application, while 

nonfatal consequences display an error dialog so that human test engineers can be made 

aware of a minor discrepancy and use their judgement as to whether to report it as an 

error. 

Third, a system is needed in order to pair a recorded exploratory test session with a rule-

base.  This is necessary so that the automated test oracle can be applied to the running 

GUI-based application after every step of the test procedure, which expands the number 

of verifications that are performed in each state, thus increasing the strength of the test.  

In LEET, this is done through the TestRunner subsystem, which runs a single step from a 

test procedure at a time, then triggers the Rule-Base.  In Figure 7, above, the rectangle 

enclosing the various circles is the set of actions initiated by a TestRunner to perform 

rule-based exploratory testing.  The Rule-Base then checks all the preconditions of all of 

its rules against the running system, and triggers the actions of rules which have met all 

of their preconditions.  This is a modified version of the Rete algorithm [6], an efficient 

method of pairing facts with productions in logic-based systems.  While other methods of 
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pairing preconditions to actions to take exist, this system was chosen for use in LEET to 

increase the efficiency of querying the rule-base since there was concern during LEET’s 

development about the efficiency of querying the rule-base.  Finally, any consequences 

that are raised as the result of a failed rule action are dealt with, and, if any consequences 

are fatal, the test is terminated.  Otherwise, the TestRunner repeats this process until there 

are no more steps in the test procedure.   

3.2 Conclusions 

This section described the design of LEET.  The motivations for enhancing exploratory 

testing with rule-based testing were reiterated, and the benefits of the specific design 

implemented in LEET were explained.  The process of recording an exploratory test was 

described, the process of creating rules was described, and the method of combining and 

running these together was explained.  Specific interesting design decisions were 

explained.  In this way, the necessity of each subsystem is made clear, and the reason that 

each specific subsystem was implemented in LEET is defended. 
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Chapter Four: Technical Challenges 

Several technical challenges were encountered during the development of LEET.  These 

challenges, along with the solutions that were decided upon, are described in this chapter 

in order to provide guidance for the development of alternate implementations. 

4.1 Interacting with Widgets 

From a test’s point of view, three forms of interaction are required in order to test a GUI-

based application: 

1) Finding a specific widget 

2) Invoking that widget’s functionality 

3) Verifying properties of that widget 

The first two requirements were discussed in Section 1.3.3.  The third requirement is the 

most challenging: how do automated test oracles determine whether the system is 

working correctly or not?  The earliest approach to this problem was to capture 

screenshots of an application’s GUI when the application was running correctly, and to 

then compare the application’s GUI during the execution of a test to this screenshot.  This 

approach, however, is very likely to result in false reports of test failures due to minor 

changes to the interface when the functionality of the application itself was working 

correctly.  An accessibility framework, on the other hand, can provide information about 

the properties of widgets during the execution of a test, so determining the correctness of 

a GUI with an automated test oracle is much easier.  On the one hand, the oracles will be 

more precise: it is possible to address only a small part of a GUI with a test oracle so that 

minor, unrelated changes to the interface can be ignored.  On the other hand, specific 

information about a widget can be accessed, rather than just the way in which it is 
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rendered onscreen.  Due to these advantages of testing a GUI-based application with the 

aid of an accessibility framework, this is the approach taken in LEET. 

The accessibility framework that LEET makes use of is the Windows Automation API 

[13].  The Automation API works by providing a public interface for each widget based 

on which AutomationPatterns it implements.  An AutomationPattern allows access to a 

widget based on the functionality of the widget.  For example, buttons and hyperlinks 

have the same basic functionality: they receive mouse clicks and respond by performing a 

single, unambiguous function.  An AutomationPattern encapsulating this functionality, 

then, would allow access to a widget through the invocation of a single method.  This 

method would perform the equivalent of a mouse click, and thus trigger the basic 

functionality of the widget.  By implementing a set of AutomationPatterns describing 

different parts of the functionality of a widget, its complete behaviour can be defined for 

use by other programs, including tests.  A diagram of this interaction is shown in Figure 

6, from Chapter 1. 

“InvokePattern” and “ValuePattern” are two of the patterns that may be implemented by 

a widget, and each represents a part of the functionality that the widget provides.   

Each widget will expose some default properties and methods through UIA, in addition to 

other properties specific to each AutomationPattern it implements.  Some of these 

properties are implemented automatically.  For example, the “AutomationID” property 

will be the same as the name defined for a widget created in WPF.  AutomationPatterns 

for custom controls, however, must be implemented manually by developers.  This 

information is used to locate specific widgets during the execution of a test.  

Unfortunately, it is possible that widgets can end up without AutomationIDs or other 
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identifying information.  It is difficult or impossible to test properties of such anonymous 

widgets.  For details on the frequency of such widgets, see Section 5.2.3. 

4.2 Keyword-Based Identification 

Two ways to identify widgets during the course of a test when using an accessibility 

framework were identified in Section 1.3.3.  The first, testing with object maps, is robust 

in that it can still find widgets even when part of the information they should match has 

become obsolete, as can be the case when changes are made to the GUI.  However, in 

order to gain this robustness, it’s necessary to specify many different properties of the 

desired widget.  In keyword-based testing, on the other hand, the value of a single 

property is used to identify a widget.  This means that the values of this property cannot 

be the same between any two widgets in the application.  While keyword-based testing is 

simpler for a human to write than testing with object maps, it can be difficult to ensure 

that all widgets in a complex GUI have different unique identifiers – something not 

required in testing with object maps.  However, because of the simplicity of using 

keyword-based testing given that an application’s widgets are uniquely identified, 

keyword-based testing was used in LEET.  See the pilot evaluations in Chapter 5 for 

evaluation discussion of the weaknesses of this approach. 

Widgets expose several default fields through the Automation API.  The “AutomationID” 

field is particularly important in that it should be unique.  Additionally, the Automation 

API can be used to locate widgets based on simple search criterion.  For example, it is 

possible to search for children of a given window that have a given AutomationID.   

In theory, it should be possible to use the AutomationIDs of widgets in GUIs for 

keyword-based identification.  In practice, however, the AutomationID property is often 
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left blank by developers.  For this reason, LEET will attempt to match the AutomationID 

of a widget first when searching for a specific widget, and then attempt find a matching 

“Name” field if that is not possible.  While this sort of search is not guaranteed to find the 

correct widget, it is necessary in light of the prevalence of widgets without 

AutomationIDs.   

4.3 Code Coverage Integration 

One of the difficulties mentioned in Section 1.3.3 is determining what parts of a system 

have been covered during exploratory testing.  This lack of coverage information makes 

it difficult to determine how adequately the system has been tested, or which parts of the 

system need further attention.  The most commonly-used way of recording this 

information is to use a code coverage tool.  Code coverage tools monitor the execution of 

an application in order to determine which lines of code were executed and which were 

not.  This makes it possible to evaluate which parts of the system have been adequately 

tested and which require further scrutiny. 

Since the approach to GUI testing used in this thesis relies on exploratory testing, it must 

also deal with this difficulty.  LEET integrates with NCover 1.5.8 in order to make it 

possible to collect code coverage information [47].  This specific version of the tool was 

used because it was the last free, open-source version produced, and is distributed freely 

as part of TestDriven.NET [48]. 

4.4 Technical Limitations 

Several of the issues encountered during the development of LEET could not be resolved, 

and remain outstanding issues.  These technical limitations are described in this 

subsection so that the underlying issues can be understood, and future attempts to 
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implement a system of enhancing exploratory testing with rule-based verifications can 

take these issues into account in their design.   

First, since tests are recorded through the Automation API, only widgets that implement 

at least one AutomationPattern are testable.  While widgets provided by the Windows 

Presentation Framework and WinForms toolkit will implement appropriate patterns by 

default, it is necessary to manually define patterns for custom widgets.  If this is not done, 

it will not be possible to record tests from or replay tests on the application.  When using 

LEET to test web-based applications, this is compounded based on the browser used to 

display the application.  AutomationPatterns will be somewhat available when a page is 

viewed in Internet Explorer, for example, when the same page displays no widgets when 

viewed in Google Chrome.  Additionally, some functionality is not testable through the 

Automation API because the AutomationPatterns to describe this functionality do not 

exist.  For example, there are currently no AutomationPatterns designed to support 

interactions that can take place on a digital tabletop, including interactions with ink 

canvases and gestures.  This makes these interactions untestable through the Automation 

API at present and, consequently, untestable through LEET. 

Second, because LEET uses keyword-based identification of widgets, it’s necessary for 

each widget to be assigned an AutomationID or, at least, a Name.  If the former is not 

done, it’s possible that the wrong widget may be found and used by LEET.  If neither is 

done, LEET will not be able to test that element.  For an evaluation of how often this 

happens in certain systems, see Section 5.2.3.  It is possible that the problems this may 

cause would be lessened if testing with object maps were used to locate widgets for 
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testing rather than keyword-based testing, so this may be an attractive approach for 

alternative implementations. 

Third, the use version 1.5.8 of NCover engenders a distinct weakness: it only works with 

applications programmed in the .NET framework, version 3.5 and earlier.  New 

applications programmed in .NET 4.0 will not be coverable and, worse, will cause 

NCover to crash.  Further, due to the way NCover functions, the .PDB files created when 

an application is compiled must be present in the same directory as the executable for the 

application that’s being tested.  In order to fix this issue, all that would be necessary is to 

integrate with a different code coverage tool.  Newer versions of NCover would be good 

candidates for this, though they require purchase.  

Fourth, because LEET is programmed in .NET, it can only run on PCs.  Further, because 

not all programming languages enable their widgets with AutomationPatterns, the 

amount of testing that can be performed on applications programmed in non-.NET 

languages is limited.  For example, Java GUIs are partially enabled: it is possible to 

record certain interactions, like clicking a button, but replaying a test script on the GUI 

won’t currently work.  This is due to the fact that AutomationPatterns are only partially 

implemented in Java.  Events are raised when widgets receive interactions, but the part of 

the AutomationPattern that receives events is not implemented, which makes it 

impossible to run a test on Java-based applications through the Automation API at 

present. 

Fifth, it’s not currently possible to record events taking place in more than one window at 

a time.  This means that, when applications spawn additional windows, these applications 

must specifically list these windows as children of the application’s main window.  When 
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testing involves interactions between one or more application, it’s necessary to switch 

LEET’s focus between active windows.  Future implementations of the approach to 

enhancing exploratory testing with rule-based verifications will need to be able to handle  

4.5 Conclusions 

In this chapter, technical challenges involved in the design and creation of LEET were 

introduced.  Those challenges that it was possible to overcome were explained, and the 

solutions used in the implementation of LEET were stated.  Those challenges that were 

not immediately addressable were also explained, and potential solutions were suggested. 
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Chapter Five: Preliminary Evaluation 

This section presents a preliminary evaluation of LEET’s implementation of a rule-based 

system of GUI testing.  The questions addressed in this section are drawn from the list of 

research questions provided in Section 1.4.  This preliminary evaluation is not intended to 

prove that the technique of enhancing exploratory manual testing with rule-based 

verifications is the solution to the challenge of GUI testing, or that this approach is better 

than other approaches.  Rather, the preliminary evaluation is intended to show that this 

approach to GUI testing is novel and practical.  In order to show that the approach is 

novel, LEET is compared to existing GUI testing tools in order to show that the 

functionality required to meet the first research goals of this thesis, described in Section 

1.5, is not provided by currently-existing tools.  In order to show that the approach is 

practical, four evaluations were conducted to determine whether the implementation of 

LEET has resulted in a tool that is practical for use in enhanced exploratory testing.   

5.1 Comparison to Existing GUI Testing Tools 

This section presents a set of existing GUI testing tools, and compares the major features 

of these tools to those found in LEET.  The common features of these tools are 

enumerated, and a summary is provided. 

In order to support exploratory testing with automated testing techniques, as argued for in 

[5], an exploratory GUI testing tool should provide capture/replay functionality.  This 

allows the tool to record exploratory test sessions so that they can be enhanced with 

automated verifications for regression testing.  Since the first research goal of this thesis, 

as outlined in Section 1.5, is to create a tool that can enhance exploratory testing with 

some form of automated testing, and capture/replay tools allow exploratory testing to be 
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recorded in a form that can be used as a test procedure, this feature is essential to 

successfully enhancing exploratory tests with rule-based verifications. 

The second feature that a GUI testing tool that can be used to enhance exploratory testing 

with automated verifications should provide is keyword-based testing.  Keyword-based 

testing is essential because it makes recorded exploratory test sessions maintainable.  

However, downsides of this approach when applied to rule-based verifications exist, and 

are explored in Section 5.2. 

The third feature that a GUI testing tool should provide for the purposes of this thesis is 

the ability to use a rule-base as an automated test oracle.  Without this, it would of course 

be impossible to enhance previously-recorded exploratory tests with rule-based 

verifications. 

Three additional features that were encountered in existing GUI testing tools were also 

listed because it is possible that they could be used as a basis for future methods of 

enhancing exploratory testing, even though they are not essential to the approach 

described in this thesis.  The first feature is test abstraction.  Test abstraction is the ability 

to store test procedures or test oracles in an intermediate form.  Tools that make use of 

test abstraction store tests in a high-level form, which is only mapped to discrete 

interactions with specific widgets when a test is run.  The second additional feature that 

existing GUI tools may possess is the ability to provide assisted test maintenance.  

Assisted test maintenance is discussed in Section 2.2.3 and, while useful, is not essential 

to accomplishing the research goals outlines in Section 1.5.  The third feature is 

automated test generation – the automatic creation of test procedures for a given GUI-

based application, similar to the approaches discussed in Section 2.1.2.  While this  
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feature could be useful in automated smoke testing, it does not currently leverage the 

advantages of exploratory testing.  Even though these features are not central to the 

research goals described in this thesis, they are still powerful testing tools, and could be 

used as the basis for future attempts to enhance exploratory testing with rule-based 

verifications. 

Table 1 shows each of the existing GUI testing tools that were evaluated for this thesis, as 

well as LEET, along with which of the features described above that they possess.  Of the 

24 tools compared in Table 1, all but 4 provide some form of CRT for automated 

recording of GUI test scripts.  Of these 20 tools, only 5 provide support for keyword-

based testing as well.  Of these 5 tools that support recording of exploratory test sessions 

and support keyword-based testing, only one provides support for rule-based verifications 

– LEET.  Only LEET provides all three features that are required in order to accomplish 

the research goals set out in Section 1.5. 
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Table 1 Major features of existing GUI testing applications. 
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[49] Selenium        

[50] WHITE  *      

[51] Rational Functional Tester       

[52] Abbot       

[53] AutoIt       

[54] Automation Anywhere       

[55] Dogtail        

[56] Eggplant *      

[57] GUIdancer       

[58] IcuTest       
[59] Linux Desktop Testing Project        

[60] Phantom Test Driver       

[61] QA Wizard pro       

[62] Qaliber *      

[63] QF-Test       

[64] HP QuickTest Professional        

[65] Ranorex       

[66] RIATest        

[67] SilkTest       

[68] SWTBot       

[69] Test Automation FX       

[70] TestComplete       

[71] TestPartner       

[72] WindowTester       

[73] LEET       

 Feature met 

* Feature partially met 
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5.2 Preliminary Evaluations 

Four evaluations were conducted in order to determine if the approach to enhancing 

exploratory manual testing with automated rule-based verifications as implemented in 

LEET is practical.  The purpose of the first two evaluations is to show that rules are 

applicable to GUI-based testing, and can detect common weaknesses in GUI-based 

applications.  The purpose of the third evaluation is to investigate how testable GUIs 

actually are when using keyword-based testing and automated rule-based verifications.  

The purpose of the fourth evaluation is to investigate how much effort it is to actually 

create tests for GUI-based applications by recording exploratory test sessions and adding 

rule-based verifications. 

5.2.1 Can Rules Detect General Security Flaws in GUI-Based Applications? 

In this part of the evaluation, the ability of rule-based exploratory testing to detect 

general, high-level bugs in GUI-based applications is explored.  One such bug is 

described, and two automated rules that could be used to catch this bug are described.  

Three exploratory test sessions from three significantly different applications were 

recorded, and then paired with these rules.  The number of violations of these rules are 

then described, and the implications of rule-based exploratory testing’s ability to detect 

these violations are explored. 

In some applications, widgets are initially created outside of the visible area of a screen.  

This means that, while the computer is actually going through the process of creating 

these offscreen widgets, users aren’t able to see or interact with them.  This is done 

because moving a GUI to a different position on the screen is a fast operation, once all of 

its widgets have been created.  It can make a GUI-based application appear to run faster 
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than it actually does if its GUI is created offscreen initially, then copied to the visible area 

of the screen.   

It is possible, however, to detect and interact with widgets even if they not displayed 

within the visible area of the screen.  Tools like Microsoft’s UIA Verify [74] can display 

different properties of widgets and invoke their functionality through the Automation API 

– even when they are offscreen.  This means that  care must be taken to ensure that an 

application’s widgets do not perform their functionality in response to events until they 

are actually displayed onscreen. 

As a hypothetical example of how this weakness could be exploited, imagine a situation 

in which options are added to an interface depending on whether a user logs in as a 

regular user or as an administrator.  If these options are rendered offscreen initially and 

not copied to the visible area of the screen unless a user logs in as an administrator, they 

could still be detected and interacted with using a program like UIA Verify.  Doing so 

would effectively bypass the authentication system entirely and allow non-administrators 

to access functionality that only administrators should be able to access.  

Three applications that were compatible with LEET were selected for use in this section 

of the evaluation.  In this case, a compatible application was defined as one for which it 

would be possible to record exploratory tests of the application’s basic functionality using 

LEET.  This turned out to be somewhat difficult, as many applications made heavy use of 

custom widgets.  Since custom widgets are not based upon existing widgets in the 

Windows Presentation Framework or in WinForms, the AutomationPatterns accessed 

through the Automation API are not automatically implemented.  In many of these 

applications, AutomationPatterns had not been implemented for these custom widgets, 
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and so, in large part, exploratory tests of the functionality of the applications could not be 

recorded with LEET.  However, one application, Family.Show [75], was compatible with 

LEET, and is the first application used in this part of the preliminary evaluation.    The 

second application, the Character Map application included with Windows 7, is an older 

application – it was included with Windows operating systems since at least 1993 – and 

is included to show that LEET can work on older Windows applications.  The third 

application is the website for Resident Evil 5 [76] , and it is used in this part of the 

evaluation to show that LEET can work with websites as well as standard GUIs.  Using 

these three very different applications in this part of the preliminary evaluation has the 

added advantage of showing that rules created for LEET can work with various 

significantly different types of interfaces using the same rule. 

First, two rules were created.  These rules require widgets that are not displayed on 

screen correctly to be disabled – unable to respond to interaction.  The first rule reports 

that the application being tested is broken when a widget is offscreen, but still responding 

to interaction.  The second rule reports a problem when a widget is dimensionless – or 

contained within a 0-by-0 square on the screen – and still responding to interaction.  

These rules are defined through C# code, but a conceptual representation of them in a 

somewhat more readable format, similar to the domain-specific language in which LEET 

records exploratory test sessions, is shown in Figures 10 and 11.   

In interpreting this conceptual representation, it might be helpful to point out that the 

result returned from a precondition determines if a rule’s action should be taken, and the 

result of this action determines if a consequence is necessary.  If anything besides “Null” 

is returned from a precondition, the following rule action will be taken, and if this action 
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returns anything besides “Null,” the following consequence will take place.  Additionally, 

the assignment of the widget variable that takes place before preconditions can be used to 

input all widgets in the application under test, and in this manner to check a large number 

of widgets with the same rule. 
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Figure 10: Rule for detecting 0-by-0, enabled widgets 

 

Figure 11: Rule for detecting offscreen, enabled widgets 

Next, exploratory test sessions in which some of the basic functionality of each of these 

three applications was tested were recorded using LEET.  For example, the Family.Show 

application is a program for creating and updating a family tree.  In the test for this part 
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of the preliminary evaluation, the basic functionality of adding family members to the 

tree was explored. 

Finally, three TestRunner objects were created to combine each recorded exploratory test 

session with the two rules shown in Figures 10 and 11.  Each TestRunner was run on the 

system for which its exploratory test session was recorded, and many violations of both 

rules were discovered.  For the execution of each TestRunner, the maximum number of 

rule violations discovered after a single step in the procedure was recorded in Table 2.  In 

other words, the minimum number of violations of each rule discovered during the run of 

each TestRunner was recorded, because there must be at least as many violations of the 

rule as the highest number of violations after each step of the test procedure.  While it 

would have been preferable to list the total number of elements in violation of these rules 

throughout the execution of each test, this number is difficult to determine due to the 

number of anonymous widgets in each application – widgets that do not have values 

assigned to their AutomationID or Name fields.  This problem is revisited in Section 

5.2.3. 

Table 2: Minimum number of erroneously enabled widgets in each test application 

Application 
Offscreen Widgets 

(Rule: Figure 10) 

0-by-0 Widgets 

(Rule: Figure 11) 

Character Map 306 0 

Family.Show 913 73 

Resident Evil 5 Website 3 4 

 

In this section of the preliminary evaluation, it was shown that is possible for exploratory 

tests that have been enhanced with rule-based verifications to detect when a GUI’s 
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widgets are in a state that could be used to lead to a breach of security.  Further, by using 

three significantly different applications, the results show that it is possible to write rules 

that test for high-level errors and reuse these rules to find violations across a range of 

applications.  Finally, the sheer number of violations detected – a minimum of 986 

violations in Family.Show – implies that rules that test for high-level errors show good 

potential to detect a large number of violations. 

This means that it should be possible to detect a large number of bugs using a small set of 

rules.  This result implies that LEET’s approach to enhancing exploratory test sessions 

with rule-based verifications is able to create strong test oracles – in other words, that it is 

possible to verify an application’s functionality using this approach.  Further, since rules 

can be created to test for high-level errors and then detect bugs when paired with 

recorded exploratory test sessions conducted on significantly different applications, these 

sorts of verifications should be resistant to changes in the GUI. 

5.2.2 Can Rules Detect Specific Security Flaws in GUI-Based Applications? 

In this part of the evaluation, the ability of rule-based exploratory testing to detect 

specific, low-level bugs in GUI-based applications was investigated.  Low-level bugs, as 

opposed to the general bugs that were the focus of the previous part of this preliminary 

evaluation, result from specific failures in specific interfaces.  The interface used as a 

focus in this part of the evaluation is a specific type of validation interface used in many 

web-based applications, an “age gate.”  Age gates are used to verify that a user is old 

enough to view the graphic content contained on the website.  One bug that age gates are 

vulnerable to is described.  First, a single rule was created based on a manual inspection 

of three of the seven websites that were selected for use.  This rule utilized heuristics in 
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order to determine which widgets to interact with and whether or not the system had 

responded correctly.  Exploratory test sessions were recorded for each of these websites, 

and the rule was paired with these recordings and run on each website.  The changes to 

the heuristic that were necessary in order to make the rule function properly when used to 

test each new website are described.  Finally, the implications of the results of this study 

are discussed. 

The Common Weakness Enumeration (CWE) is a database of security vulnerabilities that 

have been encountered in the past.  The bug used to explore this topic is based on CWE-

358, “Improperly Implemented Security Check for Standard” [77].  This weakness arises 

when a security measure is implemented in such a way that it is possible for verification 

to succeed even when part of the input data is incorrect.  For example, Cisco encountered 

this error in its VoIP phone system in 2005 [78].  In their case, phones were sent 

NOTIFY signals – signals which are used to indicate that messages exist in the 

customer’s voice mailbox.  These notifications did not contain any authentication 

information – yet they were still processed by the phone.  This caused the phone to 

indicate that the customers had new messages waiting in their voice mailboxes.  Cisco 

speculated that this bug could be exploited in order to conduct a denial of service attack 

on its system by causing a large number of customers to simultaneously check their voice 

mailboxes. 

In order to evaluate whether LEET could detect this type of bug in the same interface in 

different GUI-based applications with a single rule, it was necessary to determine what 

sort of publicly-available system could be vulnerable to CWE-358 –type errors.  The test 

systems would have to be able to accept multiple pieces of verification data so that it 
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would be possible to send some correct segments along with at least one incorrect 

segment.  It was determined that the age gate system that is used to prevent minors from 

accessing the content of websites of mature-rated video games could be vulnerable to this 

sort of weakness.  In this system, a user is asked to enter his or her age when the website 

initially loads.  If the date entered is old enough, the website will redirect to its main 

page.  Otherwise, the user is presented with an error message and denied access to the 

site’s content. 

 

Figure 12 Age Gate for the Max Payne 3 website (Image source: [79]) 

Age gates, like the one shown in Figure 12, take input arguments for the year, month, and 

day on which a user was born.  This date is then used to determine whether to redirect to 

the main content of a site or to an error page.  The set of rules generated for this part of 
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the evaluation, therefore, first detects if an age gate is present at a given state in test 

execution.  If so, the rule then inserts a partially invalid date: 29 February, 1990.  While 

each argument individually is valid, the date itself is imaginary since 1990 was not a leap 

year, and thus contained only 28 days.  Since this date is invalid, the rule is considered to 

have been violated if the website redirects to its main page instead of its error page. 

Websites on which to test this rule were chosen based on several criteria: 

1) Is the website written in such a way that it can be accessed through UIA? 

2) Is the website sufficiently similar to previously-selected websites? 

The first criterion is necessary because certain web languages are not inherently testable 

using the Automation API, and it is consequently not possible to test them using LEET.  

For example, widgets coded in Flash do not expose any AutomationPatterns, so sections 

of pages that are coded in Flash do not exist from the point of view of the UIA 

Framework.  Additionally, potential websites were manually inspected with UIAVerify to 

weed out websites whose age gates contained widgets that were missing information that 

was required for identifying them.  For example, the Value property of the 

“ValuePattern” form of Automation Pattern is used by this rule to determine into which 

widget the year argument should be inserted, into which widget the month argument 

should be inserted, and so on.  If the widget representing this field did not implement 

ValuePattern, or if it did implement ValuePattern but left its Value field blank, then the 

website was discarded from further consideration.  

The second criterion simplified the coding of the rule itself.  Age gates tend to fall into 

one of two categories. In the first, users select year, month, and day arguments from drop 

down lists of preset values.  In the second, users type these values into text fields.  Each 
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of these types requires a distinct set of interactions in order to select a date, so, for 

simplicity, only websites with age gates from the first category were selected. 

The lists of Xbox 360 [80] and PlayStation 3 [81] games listed on Wikipedia were used 

as a source of potential websites to test.  Based on the criteria above, seven websites were 

chosen from these lists: Max Payne 3 [79], Deus Ex 3 [82], Fallout 3 [83], Resident Evil 

5 [76], Bulletstorm [84], Bioshock 2 [85], and Dragon Age: Origins [86]. 

In order to code a general rule base, three of the websites that were selected were used as 

models when constructing the rule: Bulletstorm, Bioshock 2, and Dragon Age: Origins.  

A set of elements crucial to the functionality of the rule were identified: the dropdown 

boxes and their contained elements and the button that must be invoked to send this data 

to the server for validation.   

Each site contained various quirks that were accounted for in the creation of the rule.  

These quirks made it difficult to create a single, general rule to detect this very specific 

type of bug in websites that made use of similar, but far from identical, age gates.  This is 

different from the previous part of the preliminary evaluation, in which the error was 

general enough that very different applications could contain the exact same bug, which 

could be detected in the exact same way in every case.   

In order to test for the bug described in this part of the preliminary evaluation, a set of 

acceptable values was created within the rule in order to allow it to function correctly on 

different interfaces.  In this way, a heuristic of what sorts of widget names were 

acceptable for a given section of the rule was created.  In addition to the names of 

widgets, the page to which each website redirects in the event of a valid or invalid date is 

different, so another heuristic was developed to determine whether the sites had 
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redirected to the error page or the main page when the invalid date was submitted.  First, 

the value of the address bar is checked against the value it held at the beginning of the 

rule’s invocation.  If the two are not equal, it can be assumed that a page transition 

occurred.  If the new address contains the text “sorry,” as in the case of a too-recent date 

being entered into the Bioshock 2 age gate, it is assumed that entry was denied.  If this is 

not found to be the case, the page is searched for an image whose name, when converted 

to lower case, contains the text “esrb.”  This is to determine if the Entertainment Software 

Rating Board, or ESRB, logo is present.  Consistently across sites, the rating of the game 

was displayed as an image containing “esrb” somewhere in the text of its name, but only 

after the age gate was passed.  So, if this ESRB element was detected, it was assumed 

that the website redirected to its main page.  The rule – which is actually accomplished 

using a set of three preconditions, four rule actions, and four consequences – as it looked 

after creating heuristics that enabled it to run correctly on the first three websites used in 

this part of the preliminary evaluation, is shown in Figures 13 through 16. 
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Figure 13: Conceptual representation of the rule that interacts with the month 

combo box of age gates 

 

Figure 14: Conceptual representation of the rule that interacts with the day combo 

box of age gates 
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Figure 15: Conceptual representation of the rule that interacts with the year combo 

box of age gates 

 

Figure 16: Conceptual representation of the rule that submits the age and decides 

whether the site allowed entry or not 
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Creating rules that can be used to detect general bugs in a variety of circumstances does 

not appear to require additional effort, as demonstrated by the previous section.  

However, creating rules that can be used to detect specific bugs in a variety of 

circumstances necessitates the use of heuristics to identify which elements to interact 

with and to determine what sort of response the system should show.  It is possible in the 

future that these heuristics could be collected into a centralized database in order to help 

with the creation of rule-based tests, but this is left as future work. 

After creation of the rule base was completed, exploratory test sessions were recorded for 

each of the seven selected websites that were selected earlier.  Each of these test 

procedures loads the base URL for its target website and checks to see if the appropriate 

redirection occurs.  For example, when www.bulletstorm.com is loaded, the website 

should automatically redirect to www.bulletstorm.com/home. 

Each of these recorded exploratory tests was paired with the single rule by creating a 

TestRunner object.  The TestRunners that tested the three websites that were used to 

develop the rule and for Max Payne 3 ran correctly, while the other four failed.  Even 

though these four tests ran correctly, it should be noted that these websites redirected to 

their main pages when given the imaginary date.  In these four cases, the rule detected 

that this had happened, triggered a notification dialog, and paused execution of the test 

script in this state – the current behaviour for a rule violation with a nonfatal 

consequence. 
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Image 1 Bulletstorm website, with rule failure notification at center 

After the rule had failed to execute correctly for Deus Ex 3, Fallout 3, and Resident Evil 

5, changes were made to the rule’s heuristic based on a manual inspection of the failing 

test’s website. After changes were made to the heuristic, all seven tests were run again in 

order to ensure that breaking changes to the rule had not been made.  The results of the 

changes required in order for all tests to execute successfully are described in Table 3. 
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Table 3 Required changes for additional test websites 

Game Website Changed Element Required Change 

Resident Evil 5 Submit Button Name: “ENTER SITE” 

Deus Ex 3 Month Dropdown Box Initial Value: Current Month 

 Day Dropdown Box Initial Value: Current Day 

 Submit Button Name: “Proceed” 

Fallout 3 Submit Button Name: “Submit” 

Max Payne 3 (no changes)  

 

Additionally, the rule that determines if the address bar has changed to an inappropriate 

URL was updated to include the postfix displayed when a too-recent date was entered for 

each website.  This resulted in the addition of checks for “noentry,” “error,” and 

“agedecline.”  The final version of the rule can be seen in Figures 17 through 20, with 

sections surrounded by green boxes indicating newly-added parts.   
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Figure 17: The current month needed to be added as a possible value for rule that 

interacted with the month combo box 

 

Figure 18: The current day needed to be added as a possible value for rule that 

interacted with the day combo box 
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Figure 19: No changes needed to be made to the third rule 

 

Figure 20: Three changes were required to make the final rule compatible with the 

three additional websites 

 

The results of this evaluation show that, while it is possible to create rules to test for 

specific weaknesses in an interface, applying this rule to similar interfaces will require 

revisions to the rule.  While the necessary revisions encountered in this evaluation were 
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minor, the fact that the creation of a heuristic was necessary shows that keyword-based 

testing is perhaps as much of a liability to rule-based exploratory testing than it is an 

asset.  While keyword-based testing makes it easier to manually edit tests, it makes it 

difficult to adapt rules to new situations.  In other words, while it supports manual testing 

techniques, it encumbers automated testing techniques.  In the future, it would be useful 

to add the ability to create tests that utilize a form of similarity-based widget lookup – 

like testing with object maps – or a form of component abstraction – in which 

complicated widgets are defined before rules are written – instead of keyword-based 

testing.  This conclusion stems from the fact that it was necessary to create heuristics to 

complete the rule created in this part of the preliminary evaluation, and testing with 

object maps is, after all, a form of finding widgets based on heuristics. 

5.2.3 How Often Is Keyword-Based Testing Possible? 

During the previous two evaluations, several complications were encountered that 

prevented tests from running on certain applications or that complicated the calculation of 

results (Section 1.3.3).  These complications were caused by the necessity of interacting 

with widgets that were not uniquely identifiable.  The difficulties caused by these 

complications led to the question: how often is it possible to use keyword-based testing as 

a primary means of locating widgets for use with automated test procedures and oracles?  

This section of the preliminary evaluation presents an exploration of this issue, as well as 

a discussion of the findings. 

A recurring difficulty encountered in the previous two sections of the preliminary 

evaluation is that elements were encountered that could not be tested by LEET.  Widgets 

were encountered that had not been assigned values for either their AutomationID or 
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Name properties.  This meant that LEET would not be able to locate them when a test 

was run.  An additional problem was that some widgets were assigned integers for their 

AutomationID or Name fields.  These integers appeared to be random, and would change 

every time applications started.  This effect can be easily seen in Microsoft Visual Studio 

2010.  The “Properties” pane of this application contains a toolbar that is assigned a 

different AutomationID every time Visual Studio 2010 loads, making it unlocatable.  

While assigning a random integer does ensure that this widget’s AutomationID field has 

a unique value, it also makes that value useless for testing purposes.   

Based on these observations, rules were designed to explore how often it would be 

possible to use keyword-based testing as a primary means of locating widgets for use 

with automated test procedures and oracles.  Five rules were created to explore the 

following testability issues, and these rules can be seen in Figures 21 through 25: 

1) Is a widget’s AutomationElement.Current.Name field empty? 

2) Is a widget’s AutomationElement.Current.AutomationID field empty? 

3) Are 1 and 2 met on the same widget? 

4) Is a widget’s AutomationElement.Current.Name field an integer? 

5) Is a widget’s AutomationElement.Current.AutomationID field an integer? 
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Figure 21: Detecting nameless widgets 

 

Figure 22: Detecting id-less widgets 

 

 

Figure 23: Detecting anonymous widgets 
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Figure 24: Detecting integer names 

 

 

Figure 25: Detecting integer ids 

For this experiment, the test scripts from several of the experiments run in sections 

Section 5.1 and Section 5.2 were combined with these newly-created rules.  The number 

of violations for each rule within each application are shown in Table 4. 

Table 4 Violations of testability rules 
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Missing Name 17 19 32 2 416 

Missing AutomationId 23 27 38 270 795 

Missing Both of the Above 17 19 32 0 103 

Name is an Int 0 0 0 10 44 

AutomationId is an Int 0 0 0 0 0 
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Several observations can be drawn from these results.  First, none of the applications 

examined supported keyword-based testing through the Automation API completely.  

This could severely complicate the task of creating test scripts using the current 

implementation of LEET.  This means that the process of testing GUI-based applications 

using LEET would often be encumbered by the added difficulty of figuring out how to 

identify an element in a way that is robust against changes to the application’s GUI in 

addition to the normal task of testing an application’s functionality.  Additionally, 

repairing broken test scripts in such cases has an added layer of difficulty: it is necessary 

to determine which element was initially required for a broken test script, and what has 

changed with it that has broken the script.  Only after this is done can the basic question, 

“Does this failure stem from an error in the application,” even be addressed. 

It is interesting to note that no application tested was assigning integers to the 

AutomationID fields of widgets.  While this was sometimes the case with Name fields, 

these widgets may still be robustly identifiable given that their AutomationID fields are 

not empty.  It is also interesting to note that, in the three web applications tested, no 

widgets have Names that parse as integers.  Another interesting result is that, whenever a 

widget in one of the tested web pages is missing its AutomationID, it is also missing its 

Name.  Overall, the prevalence of empty AutomationID fields and anonymous elements 

within all tested applications still poses a significant challenge to automated testing.  

While this is not an issue for exploratory testing in isolation, it is certainly an issue for the 

exploratory tests enhanced with rule-based verifications that are presented in this thesis, 

as it makes creating and maintaining these automated verifications more difficult. 
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The results of this part of the preliminary evaluation can be split into two 

recommendations.  First, effort should be placed on educating software developers who 

hope to make use of systems like LEET on the importance of assigning values to the 

AutomationID and Name fields of widgets.  If all widgets in a GUI-based application 

were required to have a unique value assigned to their AutomationID field, for example 

by including a rule ensuring that this was the case as part of the suite of tests that are 

required to pass before new code can be accepted into an application’s current build, then 

good coding habits could be enforced.  While this option would solve the basic issue of 

not being able to identify a specific widget, it would not address the problem uncovered 

in the previous section – that applying specific rules to different interfaces required the 

use of heuristics.  The second option, therefore, would be to use testing with object maps 

in future versions of LEET instead of keyword-based testing.  While this option would 

make it harder for human testers to edit test procedures and test oracles used by LEET, it 

would overcome some of the issues encountered when attempting to test widgets that do 

not have unique AutomationIDs or when applying rules to different applications.  The 

best way of increasing the chances of success when using rule-based exploratory testing 

would, of course, be to follow both of these recommendations. 

5.2.4 How Much Effort Is Rule-Based Exploratory Testing? 

The fourth evaluation is designed to determine how much effort recording exploratory 

tests and creating rules requires compared how much effort is required to simply record 

an exploratory test and adding static verification points to it.  This second option is the 

approach currently used for creating tests for GUI-based applications with capture/replay 

tools.  This comparison is done by writing simple but equivalent tests for three 
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applications using both approaches to GUI testing.  This part of the preliminary 

evaluation is broken down into three sections, one for each application under test.  At the 

end, the implications of the results are discussed. 

5.2.4.1 Microsoft Calculator Plus  

Microsoft Calculator Plus [87] was used as the first test application.  The focus of the rule 

created for this calculator application is to ensure that division by zero will result in an 

appropriate error message being displayed in the result box of the calculator.  The 

procedure and oracle created for the rule-based version of this test are displayed in Figure 

26.  Creating a test that did not use rules was accomplished by using LEET to record 

interactions with Microsoft Calculator Plus and adding statements to verify that the result 

of a series of rule actions was as expected where appropriate.  This script can be seen in 

Figure 27.  Creating the rule-based version of this test was done by creating a rule that 

would divide the current number by zero after each step of the test, checking to see that 

“Cannot divide by zero” is displayed, and clicking the clear button to ready the calculator 

for the next step of the test.  The rule was paired with a recorded exploratory test script 

that simply invokes the 0 through 9 keys and closes the application.  The amount of time 

taken to create each version of the test was recorded so that this could be used as the basis 

of comparison.   
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Figure 26: Procedure (left) and oracle (right) for the first rule-based test.  
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For this section, the rule-based approach was taken first, followed by the creation of the 

CRT-only version of the test.  This was alternated for each of the following two sections 

– Section 5.2.4.2 was CRT first, then rule-based, and Section 5.4.2.3 was rule-based first, 

then CRT based.  This was done in order to minimize any potential learning effect. 

 

 

Figure 27: The CRT-only version of the first test. 
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Creating the simple script to invoke the 0 through 9 buttons and close Microsoft 

Calculator Plus took 1 minute, and ran correctly on the first try.  Creating the rule took 

just under 9 minutes.  The rule did not run correctly on the first attempt, and a further 3 

minutes were required in order to get the rule into working order.  Therefore, the total 

time required to create the rule-based version of the test was a bit under 13 minutes.  This 

rule-based approach did uncover a bug (by the definition of the rule): when dividing 0 by 

0, the message “Result of function is undefined.” is displayed instead of the expected 

“Cannot divide by zero.” 

Creating a script that performed all of the interactions in the simple script as well as all of 

the rule actions performed by the rule base required just less than 8 minutes.  This script 

did not work on the first attempt.  Irregularities involving the hierarchy of elements in 

Microsoft Calculator Plus required 2 minutes of debugging to fix.  In sum, creating this 

equivalent script took just under 10 minutes. 

The results of this section of the evaluation are summarized in Table 5.  Creating a script 

and adding verification points manually took around 23% less time than using the rule-

based approach.  However, where the equivalent script has no further uses, the rule base 

created in the first half of the test – which took the majority of the time to create – could 

be paired with other tests of that application. 
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Table 5: Breakdown of time taken to create each test, in minutes 
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5.2.4.2 Internet Explorer 8.0 

Internet Explorer 8.0 (IE8) was used as the second test application.  The rule created for 

this test focused on the functionality of the back and forward buttons in IE8’s interface.  

It was expected that invoking the back and forward buttons in that order should result in a 

return to the current page.  The test procedure was created by recording visits to 9 pages, 

resulting in 8 states in which this rule could be applied as the back button is not enabled 

until at least one page has been visited.  The procedure and oracle created for the rule-

based version of the test can be seen in Figure 28.  The time required to create and debug 

both the test script and the rule for this part of the evaluation were recorded.  An 

equivalent script was also created using a CRT-only approach instead of rules.  The CRT-

only version of this test can be seen in Figure 29. 
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Figure 28: Procedure (left) and oracle (right) for the second rule-based test. 

 

 

Figure 29: CRT-only version of the second test. 

Creating a script to load IE8, visit each of the 9 pages, and close IE8 at the end took 

almost 4 minutes, with an additional minute and a half required for debugging, bringing 

the total time required to get a script into working order with LEET up to around 5 and a 
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half minutes.  Creating the rule for this test required 5 and a half minutes, with an 

additional 10 minutes for debugging, leading to a total rule creation time of 15 and a half 

minutes.  In total, then, writing and debugging the script and rule for this test took 21 

minutes.  No irregularities were uncovered in the functionality of IE8 through this test 

scenario. 

Creation of the equivalent test without rules took 10 minutes, and several errors 

prevented it from running initially.  Debugging these errors took 2 minutes, bringing the 

time required to code this equivalent script to 12 minutes. 

The results of this section of the preliminary evaluation are summarized in Table 6.  In 

this case, creating a script that performed all of the interactions performed by the simple 

script and rule base combination took 41% less time to do. 

Table 6: Breakdown of time taken to create each test, in minutes 
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8.0 
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5.2.4.3  LEET  

LEET itself was used as the third test application.  The rule for this test focused on the 

functionality of the “Add Event” and “Remove Event” buttons in the in the 

capture/replay functionality provided by LEET.  It is expected that selecting the “Add 

Event” button should add a new event to the script LEET is currently creating, and that 

selecting this event and invoking the “Remove Event” button should remove that event 

from the CRV.   

The script used for this test was based on a test that is part of the suite of tests that were 

originally developed for LEET, and has been in use since August of 2009.  Recoding this 

test took 7 and a half minutes, and fixing the errors made while coding it took 11 

minutes.  Creating the rule took 15 and a half minutes, with an additional 4 minutes for 

debugging.  Overall, coding and debugging the script and the rule took 38 minutes.  Both 

this test and the equivalent approach created without rules can be seen in Figures 30 

through 32. 
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Figure 30: The procedure used for the rule-based version of the test. 

 

Figure 31: The oracle used for the rule-based version of the test. 



94 

 

 

Figure 32: The CRT-only version of 12 out of 50 interactions in the test. 

Coding a test that performed all of the interactions performed by the above script and rule 

is very difficult, so a subset was coded.  The first 12 of the 50 interactions performed in 

the original script were rerecorded as well as each action performed by the rule-based 

verifications in the previous approach.  Performing the necessary verifications accounted 

for most of the effort involved in this process and was tedious and error-prone.  Doing so 

took 19 minutes, with an additional 6 minutes for debugging.  The amount of time for 

each of these was averaged over the number of interactions recorded, and these averages 

were used to project the time that would be required to record every interaction in the 

original test/rule base combination by hand: 1 hour and 44 minutes.  In this case, rule-

based testing presented a projected savings of over one hour.  The results of this section 

of the preliminary evaluation are summarized in Table 7. 
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Table 7: Breakdown of time taken to create each test, in minutes (* - projected) 
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5.2.4.4 How Much Effort Is Rule-Based Exploratory Testing?  – Conclusions 

 In this subsection, the effort required to write rule-based exploratory tests was compared 

to the effort required to write equivalent tests using static verification points instead of 

rules.  Tests were created for three different applications using both of these methods, and 

the time required for each was compared.  The results of this portion of the preliminary 

evaluation were inconclusive.   

In Sections 5.2.4.1 and 5.2.4.2, it would seem that rule-based was less efficient than 

coding an equivalent test by hand.  In Section 5.2.4.3, however, rule-based testing was 

projected to be more efficient than inserting verification points by hand.  Further 

evaluations are necessary before any sort of statement can be made about the efficiency 

of rule-based testing.  
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5.3 Weaknesses of Evaluations 

The primary weakness of these evaluations is that they are all self-evaluations.  The tests 

were written by the author, on systems with which the author familiarized himself.  In 

order to increase their credibility, it would be best to conduct user studies, in which test 

subjects would be asked to write rule-based tests and non-rule-based tests.  Different 

aspects of these two groups could then be compared, and a more generally applicable 

assessment of the resulting data could be performed.  However, this is left for future 

work. 

A second weakness is the narrow number of test applications used in each evaluation.  

Only 12 different applications were used throughout Chapter 5, and the most used in any 

one evaluation was 7.  In order to strengthen these evaluations, additional test 

applications should be included. 

A third weakness is the low number of rules overall that are demonstrated.  Throughout 

Chapter 5, only 11 rules are demonstrated.  Additional rules should be demonstrated in 

the future. 

5.4 Conclusions 

In this section, various preliminary evaluations of rule-based testing with LEET were 

undertaken, and the implications of the results were discussed.  A summary is provided 

here. 

In Section 5.2.1, the ability of general rules to detect violations in various GUI-based 

applications was explored.  It was found that rules for the detection of high-level, general 

bugs could be created and used without alteration to detect bugs in three very different 

applications.   
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In Section 5.2.2, the practicality of creating a specific, low-level rule and trying to apply 

it to different applications was explored.  It was found that, due to the level of detail 

required in the rule that was created, it was necessary to use heuristics in order to locate 

widgets.  This implies that testing with object maps may be a better strategy for locating 

widgets to use with exploratory rule-based testing than keyword-based testing.   

It has been noted that keyword-based testing might cause problems when used with rule-

based exploratory testing, so Section 5.2.3 explored this issue further.  Rules were 

constructed to explore the testability of applications.  It was found that it the applications 

tested all included some widgets that were not properly enabled for testing.  This implies 

that effort should be spent on ensuring that developers are creating testable applications 

and that it would be useful use testing with object maps in future implementations of 

rule-based exploratory testing.   

In Section 5.2.4, the amount of effort required to perform rule-based testing in specific 

systems was explored.  In two of the three tests, it was found that rule-based testing could 

be expected to take longer to perform than simply coding a test that performs all of the 

verifications that the rule-based approach would perform.  However, in the third test, 

rule-based testing proved less time-consuming than coding this equivalent test.  The 

results of this part of the preliminary evaluation were inconclusive, and further effort 

should be dedicated to this issue.  
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Chapter Six: Conclusions 

This thesis presents an approach to the testing of GUI-based applications  by combining 

manual exploratory testing with automated rule-based testing.  First, an overview of the 

challenges involved in GUI testing was presented to provide the background necessary to 

understand the challenges of this field.  Next, a discussion of previous attempts to provide 

automated support for GUI testing was presented, and the strengths and weaknesses of 

these approaches were discussed.  A tool, LEET, was created to make rule-based 

exploratory testing possible.  This was done so that this approach to GUI testing could be 

subjected to pilot evaluations.  The structure of LEET was explained, and the strengths 

and weaknesses of both the design of the system and its concrete implementation were 

discussed.  Pilot evaluations were then conducted to point to potential answers for the 

research questions described in Section 1.4, and to give insight into the strengths and 

weaknesses of rule-based exploratory testing.   

6.1 Thesis Contributions  

The first contribution of this thesis was the literature review covering the current state of 

GUI testing from an academic perspective presented in Chapter 2.  This review not only 

provided a background to understanding the challenges involved in attempting to 

automate GUI testing, but it also categorized past attempts into the major difficulty of 

GUI testing, as described in Section 1.3, that each attempt addressed.  This categorization 

should make it easier to focus GUI testing efforts in the future because it will be easier to 

determine which difficulties the advantages of a new approach address, and to understand 

what’s already been done in this direction.  At present, this is difficult to do in that 



99 

 

research on GUI testing tends to be self-identified based on the kind of testing involved – 

self-categorized as research in regression testing of GUIs or goal-driven automated test 

generation rather than as approaches that lessen the complexity of GUIs or approaches 

that lessen the impact of changes to the GUI on GUI tests. 

The second contribution of this thesis is LEET.  LEET fulfills the first research goal 

listed in Chapter 1.  Not only is LEET the only tool currently able to perform automated 

rule-based verifications on GUI-based applications, it’s also the only tool that provides 

any sort of automated oracles in support of manual exploratory testing.  Most important, 

however, is that LEET makes it possible to conduct pilot evaluations to evaluate under 

which circumstances rule-based exploratory testing is useful, and what pitfalls to avoid in 

future implementations.   

Third, this thesis explored the usefulness and practicality of rule-based exploratory 

testing through investigations into the 5 research questions posed in Section 1.5.  In this 

way, it accomplished the second research goal listed in Chapter 1.  The first question, 

“Can rule-based exploratory testing be used to catch general bugs,” was investigated in 

Section 5.2.1.  From this pilot evaluation it would appear that not only can rule-based 

exploratory testing be used to catch high-level, general bugs, but these sorts of rules can 

detect a large number of general bugs by using short rules.   

The second question, “Can rule-based exploratory testing be used to catch specific bugs,” 

was investigated in Section 5.2.2.  The pilot evaluation suggests, again, that rule-based 

testing is a practical way of testing for low-level, specific bugs that occur only when 

specific interfaces are used.  However, one problem encountered in this section was that 

LEET’s use of keyword-based testing detracted from the variety of automated rules that 
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LEET could use.  It was found necessary, in fact, for heuristics to be built into the rules 

used in this section in order to enable them to correctly identify widgets in a variety of 

specific interfaces. 

This issue was further investigated in the fourth research question, “how often is it 

possible to use keyword-based testing on GUIs,” in Section 5.2.3.  This section of the 

pilot evaluation seems to suggest that issues confounding keyword-based testing may be 

widespread.  There are two ways of dealing with this issue.  First, effort could be spent 

educating developers on the importance of making sure the GUIs they create are 

compatible with keyword-based testing in the same way the importance of Model-View-

Controller pattern has been stressed in the past.  Second, future implementations of 

systems that support manual exploratory testing with automated rule-based verifications 

could make use of testing with object maps rather than keyword-based testing.  This also 

seems to be indicated by the fact that it was found necessary to start building heuristics 

within rules to identify the widgets required for testing. 

The third research question, “can rules be reused in tests of different applications,” is 

very much related to this discussion of keyword-based testing.  It was possible to use 

general rules on a variety of different interfaces in Section 5.2.1 and Section 5.2.2 of the 

pilot evaluation.  However, effort was required to adapt the more specific rules used in 

Section 5.2.2 to work on other interfaces.  The pilot evaluations that were conducted were 

insufficient to answer this research question, and it would be prudent to revisit this issue 

with a tool that makes use of testing with object maps before passing judgement on the 

reusability of rules. 
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The fifth question, “is rule-based exploratory testing less effort than writing equivalent 

tests using a capture/replay tool and inserting verifications manually,” is likewise 

unanswerable from these pilot evaluations.  In order to answer a question of this 

magnitude, more detailed case studies should be conducted using a second-generation 

tool for enhancing exploratory testing with rule-based verifications. 

The last contribution of this thesis is a clear plan for future research on rule-based 

exploratory testing.  For the next study, a second-generation tool, one that leverages 

testing with object maps, should be developed.  First, evaluations should be conducted to 

determine whether this new implementation is superior to LEET in its ability to create 

low-level, specific rules that can be run on multiple applications.  Next, this tool should 

be used to compare rule-based exploratory testing to testing performed by adding 

verifications manually to a recorded exploratory test.  Several axes should be used in this 

evaluation: how much effort is it to create each kind of test; how many bugs can be 

caught by each method from a test system that has been seeded using mutation testing; 

and what kind of bugs are caught by each approach.  However, these evaluations would 

are at present left as future work. 

6.2 Future Work 

There are many directions in which LEET and rule-based GUI testing can be taken.  

These directions could not be explored within the scope of this thesis, and so they remain 

work for the future. 

The first step that needs to be taken is the completion of the implementation of LEET.  

Currently, events from only a handful of AutomationPatterns are being recorded.  LEET 

can interact with widgets that expose InvokePattern, ValuePattern, 
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ExpandCollapsePattern, TransformPattern, TogglePattern, TextPattern, SelectionPattern, 

SelectionItemPattern, and WindowPattern AutomationPatterns.  However, this still leaves 

DockPattern, GridPattern, GridItemPattern, MultipleViewPattern, RangeValuePattern, 

ScrollPattern, ScrollItemPattern, TablePattern, and TableItemPattern, to be implemented.  

Doing so will expand the range of applications that can be tested with LEET 

The next enhancement to LEET to make is multi-window recording.  When LEET 

records an event, this event is given a timestamp. This makes it is possible to 

simultaneously record interactions occurring in several windows at once and to replay the 

entire test procedure in order.  However, LEET currently focuses on recording a single 

window at a time, and enabling multi-window recording is left for future work. 

Third, much work remains to be done with test-driven development (TDD) of GUIs-

based applications.  While two publications [37] [38] have featured the use of LEET in 

conjunction with ActiveStory: Enhanced [88] to enable TDD, but these publications 

focus on the use of LEET as a CRT, and rule-based TDD of GUI-based applications 

remains an unexplored topic. 

Fourth, there is a possibility that rule-based testing could be used to increase the code 

coverage of a base test suite.  In this approach, pre-existing tests could be paired with 

rules that take actions in order to move the GUI-based application into new states to 

increase code coverage.  While various attempts have been made in the past to 

automatically increase code coverage these approaches tend to drive state expansion 

using test procedures alone.  Using rule-based testing to perform state expansion keeps a 

test oracle at the center of the testing process, and could help keep the focus of testing on 

catching bugs rather than on running code. Fourth, while the original application that 
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LEET was constructed to test, APDT, featured a tangible user interface (TUI), the main 

focus of LEET’s development has been on testing general GUI-based applications.  It 

would be possible at this point to modify LEET to be useful for applications with TUIs, 

and very few contributions have been made to this area of research. 

As for rule-based exploratory testing in general, experimental and industrial evaluations 

need to be performed based on the recommendations made above.  Several pilot 

evaluations were conducted during the course of this thesis that  indicate where rule-

based exploratory testing could be useful and what steps can be taken to make it more 

useful.  User studies should be performed based on these recommendations in order to 

determine how useful rule-based exploratory testing of GUI-based applications can be.    
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