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Abstract 

With a large number of interactive displays and devices available for users today, multi-display 

environments are becoming both increasingly common and complex. This complexity also has an 

effect on a fundamental interaction that users frequently perform in multi-display environments – 

transferring content. The devices and displays in a multi-display environment – such as digital 

tabletops, tablets, and high resolution wall displays – now allow users to transfer content in a 

variety of different combinations.     

A review of existing research literature revealed that many of the interactions designed for 

transferring content in multi-display environments were created by system designers and were not 

necessarily interactions that users would find usable in real-world multi-display environments. 

From a user experience perspective, these interactions in multi-display environments require a 

focus on users, whose real-world experiences and perceptions play a significant role in the 

interactions themselves. This thesis presents research that identifies better interaction design for 

multi-display environments. This is accomplished by performing an elicitation study to determine 

the interactions that users are both comfortable with and prefer for transferring content in a multi-

display environment. The result is a set of interaction metaphors and guidelines for user experience 

professionals to draw upon when creating new gestures and interactions for transferring content in 

multi-display environments.   
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 Introduction  

“The   ultimate   job   of   design   is   to   transform   man’s   environment   and   tools   and,   by   extension,   man  

himself”—Victor Papanek [1] 

In the traditional single or multi-monitor computing environments, how users interacted with their 

information (i.e.via keyboard and mouse) typically did not change and neither did the environment itself. 

For example, for a user switching between word processing applications at home and office environments, 

environmental  changes  had  minimal  impact  as  they  didn’t  have  to  worry  about  changes  in  the  devices  they  

were using or how they were interacting with their information. For user experience professionals, 

understanding both how users interact with their information and the context of how they interact with it, 

are important in creating software systems and interfaces that users are comfortable using and understand.  

More recently, these environments have advanced rapidly to move from these simple multi-monitor 

desktops environments to environments that now contain newer technologies such as smartphones, tablets, 

digital tabletops and wall displays. An environment “where interaction spans multiple input and output 

devices and can be performed by several users simultaneously” [2] can be called a multi-display 

environment, and encompasses many of these newer technologies. The interactions that users perform 

(e.g. touch, mouse and keyboard, and physical movements) with their content in multi-display 

environments highlights the notion that the environment can change, unlike the simple-multi-monitor 

environments. Returning to the word processing example, in a multi-display environment (in either home 

or office settings) a user now has several choices to make, such as where to do their word processing, what 

device to use – such as a tablet, laptop, or a laptop attached to a large display – and what type of word 

processing  tasks  they’d  like  to  accomplish  – reading, editing or document creation. Figure 1 highlights 

this example, showing the choices in devices between multi-monitor desktop environments and a multi-

display environment that now includes a tablet, mobile phone and digital tabletop.  
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The number of choices a user is required to make in a multi-display environment and the impact the choice 

has on the user and their interaction with content, affects the usability of multi-display environments, as 

tasks are now directly correlated to types of displays and devices. This is of particular interest for user 

experience professionals and system designers. The research discussed in this thesis explores interactions 

with content for multi-display environments from the user experience perspective.  

This chapter provides an introduction for this thesis. Section 1.1 provides a brief overview into multi-

display environments, while Section 1.2 discusses gestures and interactions, and Section 1.3 discusses and 

usability and user experience. The motivation behind this thesis is then discussed in 1.4 and serves as the 

basis for the research questions in Section 1.5. Section 1.6 discusses the goals of this thesis. The 

contributions of this thesis are then detailed in Section 1.7, which is followed by an overview of the 

structure of this thesis in Section 1.8. 

Figure 1 - Comparing the device decisions for a user in single/multi-monitor computing environments and multi-display 
environments 
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1.1 Multi-Display Environments 

A multi-display environment is described by Nacenta et al. [3] as  an  “interactive  computer  system  with  

two or more displays that are in the same general space (e.g., the same room) and that are related to one 

another in some way". This definition also includes "systems where multiple displays are connected to a 

single computer and systems where networked computers link their displays" [3]. In this definition, the 

displays are defined as mechanisms of output, and not necessarily mechanisms of input as well. 

The definition of multi-display environments used for the work in this thesis, is the following: 

“A spatially-aware environment where interaction is distributed over several different devices – 

such as digital tabletops, wall displays, tablets and mobile phones. This distribution of interaction 

means that multiple users in this environment can perform multiple activities with any number or 

combination of different display components.” 

A distinct difference between this definition and [3] is the focus on devices that provide different forms 

of input for interaction – such as multi-touch and gestures. Interaction in this definition also implies that 

the displays and devices in multi-display environments are not being treated as merely a means of output. 

As stated by Chen et al. [4],  this  “emphasizes  the nature of many of  today’s  interactive  walls,  tables,  Tablet  

PCs, desktop  displays, laptops and PDAs that often can be interacted upon in addition to be merely the 

visual display”.   Furthermore,   interaction   is   now   distributed,  meaning   applications   and   content   are   no  

longer on a single device, but instead are distributed amongst the devices in the environment. For user 

experience professionals, this provides a challenge in designing interactions for content transfer and for 

applications that are consistent across the displays and devices. Factors due to the heterogeneity of the 

displays and devices in multi-display environments – such as size, position, resolution and mobility – now 

impact how users interact with their content and perform their tasks. Content and tasks are now no longer 
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bound to fixed displays, but can be mobile and move in the environment, depending on the display or 

device used. 

Figure 2, highlights a heterogeneous multi-display environment that contains a digital tabletop, wall 

display, tablets and a mobile phone. Users in this example environment, can freely choose a particular 

display or device for an appropriate task. Understandably though, not all tasks are suited for all the devices 

or displays. For example, in Figure 2, a user required to examine large quantities of information (i.e. map 

data), would most likely choose a larger display such as the digital tabletop or wall display, and not the 

mobile phone or tablet. This again, highlights the decisions that user experience professionals must make 

when designing applications and methods of interaction for users in multi-display environments. 

Figure 2 – An example of a heterogeneous multi-display environment  

Digital Tabletop 

Wall Display 

Tablet 

Tablet 

Mobile Phone 
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A multi-display environment, that takes into account its surroundings, is called a spatially aware multi-

display environment. Applying spatial awareness to Figure 2 means that the different displays are aware 

of  each  other’s  properties  – such as position in the room or orientation. For example, a mobile phone can 

be aware of the location of the wall display, and if a user takes the mobile phone and points it at a wall 

display, the wall display knows that it is being pointed at with a mobile phone. This highlights the notion 

that how users interact with their content and applications, can now be influenced by the spatial layout of 

the environment. In this thesis work, multi-display environments are considered to be spatially-aware. 

This leads to many new methods of interaction in multi-display environments, which are discussed in 

detail in Chapter 2.  

1.2 Gestures and Interaction 

A noticeable difference between traditional desktop environments and multi-display environments, is the 

method by which users can interact with content. The traditional mouse and keyboard interface is now 

augmented with touch-enabled devices. As a result, depending on the task a user is performing, different 

interaction methods or combinations of interactions methods can be used. 

One way to provide meaningful interactions for users, is to adopt interactions from everyday life instead 

of creating new ones. This has resulted in methods by which users can interact with computing systems 

that take advantage of the way they interact with each other and the world itself. These methods include 

speech [5], the use of objects (tangibles) [6] and gestures [7]. The definition of a gesture and examples, 

are best provided by Kurtenbach and Hulteen [8] as the following: 

“A  gesture  is a motion of the body that contains information. Waving goodbye is a gesture. Pressing 

a key on a keyboard is not a gesture because the motion of a finger on its way to hitting a key is 

neither observed nor significant. All that matters is which key was pressed”. 
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This definition implies that the gesture is the motion of the body and that interaction is the communication 

of information with the gesture.  

Gestures  can  be  performed  with  or  without  objects  typically.  Gestures  that  don’t  involve  objects  include  

waving, pointing, and summoning. Gestures with objects include pointing at objects, touching or moving 

objects, changing object shape, activating objects such as controls, or handing objects to others [9]. For 

multi-display environments, the definition of gestures can change, as tapping on an object is both served 

and signficant.gestures can be performed with or without the devices or displays, and are discussed in 

further detail in Chapter 2. How gestures are used serve as the basis for a method of interaction in multi-

display environments.       

1.3 Usability and User-Experience 

The ease of use of a software system or multi-display environment, describes the usability of the system 

or environment. This means that multi-display environments or software that ignore usability entirely, will 

be likely to fail, as they either do not meet the needs of the user or they negatively impact the efficiency 

of a user. Efficiency in the context of usability, refers to how easily users can accomplish their task, how 

fast the task is accomplished and the likelihood of failure in the task. 

Focusing on the user and their tasks, is emphasized in user experience design. User experience, a term 

first coined by Norman [10], is defined as how a user feels when interacting with a system. For user 

experience professionals, this means examining factors such as the performance (or efficiency) of the 

system, its design, how users interact with it, their mental state when using it, as well as its utility, to name 

a few. Techniques that user experience professionals use to address usability of systems include contextual 

inquiry [11], prototyping [12] as well as usability testing [13].   

One problem for user experience professionals face with these techniques is that it can be difficult to 

conduct usability examinations when a system is still being designed. This is typically the reason behind 
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the creation of prototypes, as they provide a means of testing different components of a system, either 

individually or as a whole [14].  In the context of multi-display environments, this is even more 

problematic for user experience professionals, as the environments are still not well defined, which leaves 

a number of issues to be addressed. These include, what kind of tasks are suitable for multi-display 

environments, how should applications, tasks and content be distributed among and across the different 

displays and devices, and how should users move applications and content across the different displays 

and devices. In the context of this thesis, moving content across different displays and devices is 

particularly important, as it serves as the basis of improving the efficiency and usability of multi-display 

environments for users. 

1.4 Motivation 

Initial research into multi-display environments highlighted that for many interactions, the conceptual 

models  didn’t necessarily match the mental models of users [15]. A conceptual model with respect to 

interaction in multi-display environments, is the actual method of interaction provided to a user in the 

environment. A mental model refers to how a user thinks about something – such as a book, a piece of 

software or a method of interaction. Mental models for users are typically derived from prior experience 

with similar software, devices or interactions,  assumptions  they’ve  made  and  things  other  users  have  said.  

Ultimately, mental models are what users refer to when predicting:  

x How they interact with a piece of software, a device or an environment. 

x The response of the software, device or environment to their interaction. 

x What they should be doing with the software, device or environment. 
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Interactions in multi-display environments are most commonly used for tasks that involve the transfer of 

content. This means sending content to devices, as well as retrieving it. Take for example, the toss 

interaction. In a multi-display environment, a tossing gesture with a mobile device can be used as a method 

of sending content to different displays and devices.  A  user’s  mental  model  for  tossing  may draw upon 

prior experience of tossing objects, such as a baseball. In Figure 3, two conceptual models are presented 

to a user for a tossing interaction that sends data to a wall display – one that involves performing a tossing 

action with a mobile device in one-hand and the other shaking the mobile device.  If a user were to draw 

upon prior experience, they would likely choose the first conceptual model, as the second conceptual 

model  doesn’t necessarily map to their mental model and may not make sense for them. This highlights 

the   importance   of   matching   a   user’s   mental   model   with   a   conceptual   model for content transfer 

interactions, particularly in a multi-display environment.  

For  user  experience  professionals,  matching  the  user’s  mental  model  with  the  conceptual  model  is  vital.  

This mismatch between conceptual and mental models for methods of interaction can lead to the following 

challenges in multi-display environments: 

Figure 3 - Comparing Mental Models and Conceptual Models in Multi-Display Environments 
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1. Users may find interactions difficult to learn or understand, simply because the conceptual 

model  of  the  interaction  doesn’t  match  their  mental  model.   

2. As there are many different types of users, having a conceptual model that only matches one 

user means that not all users will be able to learn or understand an interaction properly. 

3. If interactions are designed as a result of the constraints presented by the multi-display 

environment (i.e. only digital tabletops exist in the environment) then the conceptual model of 

the  interactions  likely  doesn’t  match  the  user’s  mental  model.   

4. If designers of multi-display  environments  don’t  consider  the  mental  models being used by 

users, then it is likely the interactions they devise will be difficult to learn or understand for 

users. 

Focusing on the third and fourth challenges, highlights the problems with the interactions for content 

transfer seen in the research literature thus far [15]. As the interactions in multi-display environments 

serve as the basis for transferring content in multi-display environments, an extremely common task for 

users, the goal of this thesis is to provide a better match for the conceptual models of interactions with the 

mental models of users. A better match leads to interactions for content transfer tasks that users find easy 

to understand and easy to use, thus improving the overall usability and efficiency of multi-display 

environments. 

1.5 Research Questions 

The first step in providing user experience professionals with interactions for content transfer tasks in 

multi-display environments, is to understand the existing research space. This provides the first research 

question for this thesis: 

1. What is the current state of research in multi-display environments, particularly within the context 

of interaction design? 
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Understanding existing multi-display environments will help user experience professionals learn about 

methods of interaction in multi-display environments, the conceptual and mental models of users and 

system designers, as well as the what types of multi-display environments exist, if any.  

As multi-display environments are considered to be spatially-aware in this thesis, this can have an impact 

for users and how they interact with content. This leads to the following question:  

2. What are the impacts of the spatial characteristics of the environment on interactions for tasks 

involving content transfer in multi-display environments? 

This question also leads to another question about interaction that is raised from the heterogeneous nature 

of multi-display environments, that is: 

3. What are the impacts on content transfer interactions based on the characteristics/affordances of 

the different displays and devices in a multi-display environment? 

Answers to questions two and three, has an impact on the mental models of users and the conceptual 

model provided by user experience professionals for transferring content in multi-display environments. 

This leads into the following question: 

4. To what extent is the conceptual model of interaction for users based upon spatial characteristics 

or device characteristics? 

The final research question for this thesis is focused on producing a set of interactions for content transfer 

tasks in multi-display environments. These interactions can aid user experience professionals in the design 

of future multi-display environments. This is inspired by prior work where a set of interactions were 

defined for users, and is as follows: 
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5. Prior research has produced several gesture sets for digital tabletop interaction, but can gestures 

be elicited for multi-display environments in a similar fashion? 

These research questions are addressed by findings from a user-elicitation study and are discussed in the 

remainder of this thesis. 

1.6 Research Goals 

This thesis has two primary research goals. The first is to provide an extensive overview of the existing 

research on interactions for multi-display environments. This overview provides a structuring of the multi-

display environment space, by collecting a number of different multi-display environments and 

highlighting their evolution. Also provided in the overview, is a classification of the different interactions 

for multi-display environments that have been created by system designers of multi-display environments. 

The second goal of this thesis is to provide user experience professionals a set of interactions for content 

transfer tasks, as well as guidelines, based on heterogeneity, for multi-display environments. Chapter 3 

discusses a user-elicitation study that addresses this goal. If future work for user experience professionals 

is to create new content transfer interactions that map to both the mental and conceptual models for users, 

as well as take into account the different factors that affect them, it should be possible after answering the 

research questions outlined in the previous section. 

1.7 Thesis Contributions 

The contributions of the work discussed in this thesis for multi-display environments are as follows: 

1. An overview of the current research space of multi-display environments. 

2. A set of interaction metaphors that are related to the mental models users have with the conceptual 

models of interactions for multi-display environments that involve content transfer. These 
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interaction metaphors can be used by user experience professionals as a tool to guide the creation 

of new interactions. 

3. A set of recommendations for spatially aware multi-display environments. These can be used by 

user experience professionals for designing content transfer interactions for multi-display 

environments that take into account the heterogeneous and spatially aware nature of multi-display 

environments.   

1.8 Thesis Structure 

This introductory chapter presented a concise background about the research for this thesis. Additionally, 

the research questions and goals were discussed and thesis contributions outlined. The remaining chapters 

for this thesis are organized as follows: 

Chapter Two: An Overview of Multi-Display Environments - provides a detailed overview of related 

research into multi-display environments, which includes current approaches for interaction, how to 

design interactions, supporting users and finally the different types of multi-display environments. 

Chapter Three: Exploring Interactions for Multi-Display Environments – describes a study that explores 

interactions in multi-display environments and attempts to create a user-elicited gesture set for a set of 

content transfer tasks. Also discussed is the impact of factors such as distance and device type on gestures 

for users, and recommendations are provided for designing gestures in multi-display environments. 

Chapter Four: Conclusion –discusses the conclusion of this thesis research work, including the results, 

contributions, and future work. 
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 Background and Related Work 

Mark Weiser [16], a research pioneer in the field of computing, envisioned a modern computing 

environment to be comprised of numerous devices in a multitude of sizes and orientations. This type of 

computing environment was originally envisioned in his work, “The Computer for the 21st Century" 

(1991), and is called Ubiquitous Computing [17]. Weiser states that machines in these ubiquitous 

environments "will be interconnected in a ubiquitous network" and that the machines themselves "will 

also come in different sizes, each suited to a particular task" [17]. The stage for this sort of environment 

has been set by the gradual increase in the number of devices – such as tablets, mobile phones, and wall 

displays – in the consumer space, each evolving and being adopted at rapid and, sometimes, independent 

paces [18]. 

Within this context of Ubiquitous Computing and interconnected devices, Weiser also envisioned these 

computing environments as "a new way of thinking about computers in the world, one that takes into 

account the  natural  human  environment”   [17]. A quick look at modern video consumption reveals that 

Weiser's vision is coming closer to reality. Users are able to watch video content between work, mobile 

and home environments seamlessly, without any regard for device or location. Undoubtedly, with each 

new tablet, mobile phone, wall display or other new device that becomes interconnected, we come closer 

to the "natural human environment". However, in order to take into account the "natural human 

environment", these devices need particular information in order to be physically (or spatially) aware of 

their surroundings and each other. Information such as the location of other devices, location of people, 

and the orientation of each device in relation to the other devices, are all important pieces in building a 

"natural human environment". While much of this information is available individually, such as the 

location of people (via tracking systems) or the orientation of a device, it is their amalgamation into the 

"natural human environment" that has not fully occurred yet. This amalgamation is called a multi-display 

environment and is described in Section 2.1. Section 2.2 describes a particular problem space for 
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interaction design in multi-display environments. Finally, Section 2.3 discusses the different types of 

multi-display environments. 

2.1 Describing Multi-Display Environments 

As described in Section 1.1, a multi-display environment is: 

“A spatially-aware environment where interaction is distributed over several different devices – 

such as digital tabletops, wall displays, tablets and mobile phones. This distribution of interaction 

means that multiple users in this environment can perform multiple activities with any number or 

combination of different display components.” 

The notion of a spatially-aware environment in is definition implies that displays and devices are aware 

of each   other’s   location and other properties (such as orientation). Figure 4 is an example of spatial 

awareness in multi-display environments, and highlights the impact that spatial awareness has on 

interaction. In this example, a user is able to pour content from a tablet onto a digital tabletop easily. This 

works because each device is aware of the other and knows their respective orientations. Figure 5 shows 

another example of spatial awareness in a multi-display environment. Here, the spatial awareness in the 

environment is provided by a tracking camera which allows users to explore volumetric medical images 

using a tablet and digital tabletop, much like [19]. This notion of spatial awareness is important for several 

interactions discussed in further detail in Section 2.2.  
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Figure 5 – An example of a multi-display environment 

Figure 4 - Example of an interaction that is spatially aware in a multi-display environment [114] 
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2.1.1 The Evolution of Multi-Display Environments 

The Cyworld Control Room [20] in Seoul, Korea (See Figure 6) is an example of an early multi-display 

environment. In this environment, there are numerous individual workstations (each with a display) and a 

large wall display that users can interact with through their workstations. The purpose of this multi-display 

environment is to allow for the monitoring of a virtual game world called Cyworld [20]. At individual 

workstations (also known as a workspace), users are able to monitor individual user accounts while also 

being able to monitor various aspects of the virtual world on the large wall display. This early multi-

display environment and others in the research literature were found in multi-user meeting rooms or 

workspaces, where each user typically had his/her own workstations [21] [22] [23] [24]. Another example 

of an early prototype multi-display environment with this focus was provided by Tani et al. [25] called 

Figure 6 - Cyworld Control Room in Seoul, South Korea [20] – An example of a multi-display 
environment with workstations and a large wall display 
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Courtyard, that supported co-operative work by integrating individual workstations with a large shared 

display that could be manipulated via keyboard and mouse input from individual workstations. The large 

display acted as a shared workspace where users could place content onto the wall display individually, 

to prompt collaborative discussions amongst other users in the environment. Prior to this type of 

environment, users typically needed to physically move to other individual workstations for collaboration, 

which  wasn’t  feasible  for  large  groups  of  users  needing  collaboration  (such  as  city  planning).  This concept 

of a shared workspace was also extended to allow techniques such as allowing large displays for overview 

and smaller displays for details. These techniques augmented the tasks of the individual fixed displays in 

several research prototypes, as they allowed users to use multiple displays for work, simultaneously. [22] 

[23] [26].  

An important benefit of including multiple heterogeneous screens in workspaces and meeting rooms – 

displays and large wall displays – is allowing users to divide and organize tasks appropriately and far more 

efficiently than any single display could, particularly in collaborative tasks [27]. Much of the early 

research literature and prototypes have focused on how multi-display environments are inherently suited 

for collaborative tasks, and were typically built around fixed workstations (or displays) and focused on 

supporting collaboration [21] [22] [23] [24] [25] [28] [29]. A formal description of a multi-display 

environment according to this early literature and research ( [20] - [29]) is as follows: 

Definition 1: A multi-display environment is an environment where multiple displays, such as 

wall displays and computer monitors can be interacted with by users. Users typically interact with 

these heterogeneous displays via keyboard and mouse input. Additionally, the displays in the 

environment are typically in fixed, static locations. 

An evident problem with the early prototypes of multi-display environments that fit Definition 1 is that 

many of the interactions users had were tied to fixed displays and restricted their movements [26]. 
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Restricting the mobility of a user to a workstation and limiting their ability to move themselves according 

to their tasks can be extremely detrimental in these types of multi-display environments  [30] [31]. To 

address this problem, several prototypes were created using cameras (both fixed and moving) to expand 

the workspace beyond individual workstations [30] [32]. These cameras were used to combine the 

individual workstations of users in separate locations into one shared workspace for all users. The research 

showed however, that these technologies had a negative effect on how users physically moved in the 

environment and how they collaborated with other users as they began to move uncomfortably due to the 

presence of cameras [30] [32]. In essence, mobility can play an important role in multi-display 

environments when collaboration is important.  

Luff [31] addressed this lack of mobility in multi-display environments by suggesting the use of devices 

with mobile properties in combination with fixed workstations and wall displays. At this point, several 

different prototypes of multi-display environments began to appear in the research literature that 

incorporated mobile technologies – such as PDAs, handheld tablets and laptops. Rekimoto [33] [34] used 

the concept of mobility to introduce a prototype multi-display whiteboard application, where users could 

use a handheld tablet to draw upon and then later transfer their drawings to a shared wall display. The 

handheld served as private workspace for users to create drawings and the wall display acted as a public 

space where users could share their drawings. Koike et al. [35], with EnhancedTable, designed a prototype 

system that integrated laptops, a shared wall display, and a table. Users had distinct workspaces on their 

laptops and were able to transfer content to either the wall display or a table that could be interacted upon 

because of enhancements from a projector and a hand tracking system. It is important to note that in 

EnhancedTable, the table was the shared centre of collaboration – despite the mobility of laptops in the 

environment – and this was mirrored in other prototypes that addressed mobility within multi-display 
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environments [36]. This highlights a similarity to the early prototypes in which fixed displays were 

arranged around a table that indirectly served as a centre of collaboration [21] [22] [23] [24] [25] [28] 

[29]. 

Incorporating a digital tabletop into multi-display environments lends   credence   to   the   “natural   human  

environment”, by Weiser [16] [17], as users have been found to mirror and extend their existing work 

practices when using them [37]. This means that users use similar practices with digital tabletops as they 

do with physical tabletops. The i-Land project, by Streitz et al. [6] [38], is an early prototype multi-display 

environment that incorporated a digital tabletop into a multi-display environment (see Figure 7). The once-

fixed workstations of early prototype multi-display environments were now integrated into chairs (called 

Figure 7 - i-Land from Streitz et al. [6] 

CommChair 

DynaWall 

InteracTable 

ConnecTable 
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CommChairs) which could be positioned anywhere in the environment and could also interact (through a 

custom interface) with a large, high resolution wall display (called the DynaWall). The digital tabletop 

(called InteracTable) was used as a collaboration centre where users were able to share and interact (via 

touch input) with content. A similar technique was used with the smaller, more portable digital tabletops 

(called ConnectTables), which could be connected to other surfaces to form a larger, shared digital 

tabletop. The mobility allowed within i-Land and the use of a digital tabletop as a shared space served as 

an inspiration for several other research prototypes [39] [40] [41] [42] [43] [44] [45] . Additionally, multi-

display environment prototypes also began incorporating different methods of input, such as pointing 

gestures and voice commands, to create more natural environments [6] [38] [46].   

The trend to begin using newer and mobile technologies – laptops, PDAs, tablets, and digital tabletops – 

along with different input modalities – keyboard and mouse, touch input, or gestures – highlights the need 

to force a change in the definition of a multi-display environment from Definition 1. An updated definition 

can be formalized as follows (based on [31] - [46]): 

Definition 2: A multi-display environment is an environment where multiple displays, some 

mobile and some fixed – wall displays, laptops, PDAs, tablets, digital tabletops and computer 

monitors – can be interacted with by users. Users interact with these heterogeneous displays 

through keyboard and mouse, touch input, gestures or voice commands. 

Definition 2 accentuates two important changes from Definition 1: mobility and variety of input. The 

displays are no longer in fixed physical locations and the method of interaction is from different sources, 

such as touch, gestures or voice commands.  

Spatial awareness is an important concept in many of the multi-display environments that fall under 

Definition 2 such as i-Land [6] [38], Co-Mem-iRoom [47], and other research prototypes [48] [49]. Spatial 

awareness in the context of multi-display environments refers to how aware the environment is of the 
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location of its users and displays and the effect that the location of displays has on interactions. In i-Land, 

there is no spatial awareness as users can simply move around with displays and no interaction with a 

display requires knowledge of another display in the environment (see Figure 7 [6] [38]). For example, a 

user in i-Land can move their content from a CommChair to the DynaWall by simply sending it through 

a graphical menu that is located on the CommChair. This interaction implies that the CommChair doesn’t  

require any spatial awareness of the DynaWall or vice versa. This lack of spatial awareness also means 

that a user in i-Land is unable to take a ConnecTable to the InteracTable or the DynaWall and transfer 

their content as the interaction is physically bound. As a result, in order to enable spatial awareness in i-

Land, the displays would need knowledge of the physical location of other displays, which could be 

accomplished through methods that make the assumption the environment is spatially aware. In several 

prototype multi-display environments, this is accomplished with interfaces that have graphical 

representations of the  displays  (a  “world   in  miniature  approach”),  menus  with  available  displays   in  the  

environment (menu-based approach), or      novel   methods   such   as   “portals”  which allow users to drag 

content between displays [35] [38] [39] [40] [41] [47] [49] [50] [51] [52]. A more recent example of a 

multi-display environment that  fits  Definition  2  is  Microsoft’s  SmartGlass application [53], which allows 

users to create a connected environment that consists of an Xbox 360 [54] (which is typically connected 

to a display) and any number of mobile phones or tablets. The tablets and mobile phones can be used to 

control a display that is connected to the Xbox 360, for example, a user can control content on a tablet 

from the Xbox 360 or vice versa. 

Many examples in the research literature incorporated limited spatial awareness in multi-display 

environments to achieve implicit knowledge of the location of other displays or devices [36] [55] [56] 

[57] [58] [59] [60] [61] . Limited in this context means that limited spatial information – such as 

information from gyroscopes, accelerometers, RFID tags, QR codes – is used to simulate full spatial 

awareness for the displays in the environment. This means it is not possible for all the devices to know all 
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the information of other devices in the environment. For example, in a multi-display environment that has 

limited spatial information, it is not possible to know the exact physical locations (or orientations) of other 

devices at all times. However, despite the limited spatial information in these multi-display environments, 

it has been shown that spatially aware displays provide natural complements or substitutes to direct 

interaction with other displays in multi-display environments [56] [58] [59] [62] [63] [64]. For example, 

Yee [59] used a sensor-equipped PDA to navigate through a custom drawing program, map viewer, and 

calendar application. The results of a usability study for the spatially aware PDA applications built by Yee 

found that users preferred this method of navigating digital information and was far more effective 

compared to the other input methods used in the study, such as keyboard and mouse or touch. This result 

was also found by Tesoriero et al. [58] who used RFID tags and mobile displays in applications designed 

for museums and art galleries.  

An important result of spatially aware displays is the resulting changes in how users interact with the 

displays themselves. With a spatially aware display, a user can now use the display itself as a means of 

interaction. Ballagas et al. [65] [66] highlight numerous interaction techniques with mobile devices 

controlling content on a large digital display using simulated spatial awareness. These techniques included 

using the mobile display through different physical input mechanisms to transfer content such as sweeping, 

pointing, and shooting. Hassan et al. [67] propose a chucking interaction that combines touch with 

accelerometer input on a mobile device, letting users physically toss content to displays in different 

locations. Other proposed additional interactions with mobile devices include throwing and tilting to 

transfer content to a large digital display [68] [69]. These types of interactions – interactions with as 

opposed to on displays or devices – are only available due to the spatial awareness of the display or device 

itself and highlights a change from Definition 2, where the only input mechanisms for displays were either 

keyboard and mouse, touch input or gestures. As a result, a further updated definition is as follows: 
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Definition 3: A multi-display environment is an environment where multiple displays, either 

mobile or fixed – wall displays, laptops, PDAs, tablets and computer monitors – can be 

interacted with by users. Since some of these displays and devices are spatially aware, users can 

interact with these heterogeneous displays through different input modalities – keyboard and 

mouse, touch input – or with the displays themselves – via intuitive gestures such as throwing or 

pointing. 

A recent example of Definition 3 is provided by the Wii U [70] game console by Nintendo1, where users 

have the ability to control content on a screen using a secondary display. Figure 8, shows how users can 

interact with a video game that lets them shake content on the TV by shaking a secondary handheld 

display.  

                                                
1 Nintendo, www.nintendo.com 

Figure 8 - Nintendo Wii U showing a "shake" gesture on the handheld controller shaking 
content on the TV. An example of simulated spatial awareness in a multi-display 

environment [70] 
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Although some displays are spatially aware in a multi-display environment (as per Definition 3), in order 

to  reach  a  true  “natural  human  environment”  as described by Weiser [17], emphasis needs to be placed on 

“human”.  That  is,  users  themselves  should  play  a  part  in  the  environment  by being spatially recognized. 

From the perspective of multi-display environments, this means the environment is spatially aware of all 

devices and users. Newer, commercially-available technologies, such as the Microsoft Kinect sensor [71] 

and Vicon Motion Capture System [72], allow for spatial tracking of individuals and when combined with 

spatial information from the devices themselves – such as orientation and position – it is possible to create 

multi-display environments where both users and devices are tracked. These multi-display environments 

consider proxemics – the spatial relationship between users and devices – meaning factors such as 

position, orientation and movement become important [73].   

LightSpace, by Wilson and Benko [74], is an example of a prototype multi-display environment that 

utilizes spatial tracking of both users and displays (although the displays are projected surfaces) to allow 

for intuitive and novel interactions. In LightSpace, a user is able to manipulate content on a tabletop and 

then transfer it by touching the content and the target display simultaneously. Alternatively, a user in this 

system may also pick-up content with their hands and drop it onto another target display by touching it 

with their hands.  Bragdon et al. [75] designed a multi-display environment called Code Space to support 

co-located, small group developer meetings. This multi-display environment used a combination of multi-

touch screens, spatially aware mobile touch devices and the Microsoft Kinect sensor [71]. This allowed 

users to perform cross-device interactions with a combination of in-air pointing (with or without a device) 

and touch. 

Ballendat et al. [73] created a prototype multi-display environment to examine interaction design in 

proxemics relationships. In this multi-display environment, users can interact with a touch-enabled wall 

display that reacts to their distance, identity, physical location, orientation, and even devices such as a 
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mobile phone or tablet. This multi-display environment and others highlight the potential of full spatial 

awareness in multi-display environments and leads to the definition used in this thesis. The thesis 

definition, unlike Definition 3, places an emphasis on the user and is the  closest  definition  to  the  “natural  

human   environment”   envisioned   by   Weiser [17]. It is important to note that although multi-display 

environments exist that are entirely mobile and have varying degrees of spatial awareness, they are 

considered out of the scope of this thesis [76] [77]. 

2.2 Interaction Design in Multi-Display Environments 

In an environment with any number of users and devices, an inherent problem for user experience 

professionals is how to allow users to move content across different displays. Movement of content in 

traditional PC-based environments with multiple monitors (Definition 1 in Section 2.1.1) is typically 

accomplished with a keyboard and mouse. In a multi-display environment where   the   “interaction   is  

distributed  over  several  different  devices”  (as  per   the definition used in this thesis), moving content has 

remained a primary design challenge in the research literature [78]. A number of unique approaches have 

been established and are discussed in Section 2.2.1. However, a problem with these approaches is that 

they are developed by system designers who were constrained by the technical limitations of their 

particular multi-display environments. As a result, this means that the interactions they designed may not 

be usable, as they may not map conceptually to those of the users, as mentioned in Section 1.4. Section 

2.2.2 discusses the elicitation procedures that are used to develop user-defined gestures and interactions 

and solve this conceptual mapping problem.  
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2.2.1 Approaches for Interaction 

Interactions that have been established in the literature for multi-display environments are quite numerous; 

however, they can be generally categorized into approaches that use graphical user interfaces (GUI), 

tangibles or objects (physical), or gestures and proxemics. 

2.2.1.1 Using a Graphical User Interface 

For a majority of the interactions in the early multi-display environments described in Section 2.1, a GUI 

was the most common approach used to transfer content. This is because the GUI approach, regardless of 

the technology used in a multi-display environment, is traditionally the most familiar to users. The 

Windows, Icons, Menu, and Pointer (WIMP) GUI paradigm – which first began with Douglas Engelbart 

during the mid-1960s [79] and was later   refined   by  Xerox’s   Parc  Alto   and   Parc   Star [80] as well as 

Microsoft’s  Windows operating systems [81] – is a well-established paradigm and each component in 

WIMP can be utilized in a number of different GUI approaches for multi-display environments, which are 

outlined in the following subsections.  

Figure 9 - Apple’s  Airplay2, An example of using a GUI approach to select 
other devices 
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2.2.1.1.1 Traditional Menus 

A menu in a GUI provides a list of options or commands for an application or computer system. In a multi-

display environment, a similar approach can be used to transfer content between devices and displays. 

TeamSpace, by Hebert and Chen [51], is comprised of several laptops and a shared wall display and 

utilizes a menu-based GUI approach to transfer content in a collaborative environment. Users are able to 

select other devices and displays from a menu and send content to the selected device or display. Users 

are also able to take control of the wall display through a menu. The menu-based approach is also used 

for driving interaction in a geospatial application designed for multi-display environments by Forlines et 

al. [82]. Menus on a tablet are used to control information (such as layers and drawings) that appears on a 

modified Google Earth application running on a digital tabletop and wall display. The menu contains 

information about what information a device or display is currently displaying and users can simply 

choose to add or remove information for a particular device or display by selection in the menu. 

Alternatively, Dynamo by Izadi et al. [43] uses a menu and icon-based GUI approach to let users transfer 

content. The icons represent the individual displays or devices in the environment and, in the menu, users 

are able to drag content (webpages, pictures, videos) to the appropriate targeted device icon.  

In general, the GUI approaches for multi-display environments list the devices or displays in the 

environment in either a text-based menu form or use icons in a menu to represent the devices. Clicking or 

dragging is then used as a means of interaction to facilitate the transfer of content. This type of approach 

has also been seen in the retail space with  Apple’s  Airplay2 technology, letting users share music and 

video content through various Apple products – such as laptops, mp3 players, phones and tablets (see 

Figure 9).  

                                                
2 Apple, www.apple.com 
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2.2.1.1.2  World-In-Miniature 

A world-in-miniature (WIM) approach for GUIs maps a physical space to a 2D GUI. These types of 

interfaces  typically  are  presented  in  a  “top-down”  view  of  a physical space with icons or text spatially 

mapped to specific devices or users in an environment. This type of spatial mapping allows users to easily 

conceptualize spatial relationships of devices and other users in an environment. Accordingly, it is faster 

for users to send content to a targeted device compared to a menu-based approach where users select a 

target device from a list [50]. This is reinforced by prior multi-display environment research [83] which 

indicates that users are inclined to think of spatial relationships with devices either in terms of themselves 

or the environment, much like they would with real-world objects (such as a cup or a book). However, the 

WIM approach may not be faster in cases where the number of devices is either extremely low (e.g. 1 or 

2 devices) or high enough to clutter an interface. Examples of a WIM approach for multi-display 

environment where users are able to select a display from a spatially-mapped WIM GUI and then select 

content or commands to send to a targeted display are provided by Ponnekanti et al. [84] and Biehl et al. 

[85] (Figure 10). Another approach to WIM where different interface elements are used to provide links 

Figure 10 - Example of a WIM approach to selecting displays from [85] 
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between different displays is provided by Wigdor et al [49]. Users are either able to drag to conduits 

(called cords) that are mapped to different displays or to matching colors and shapes of the different 

displays. 

2.2.1.2 Using Physical Approaches 

A majority of the interactions that users have without technology can be considered forms of physical 

interactions and they may include physical objects – swinging a hockey stick while playing hockey or 

throwing a baseball. The mapping of these physical interactions with the available devices and users in a 

multi-display environment may result in interactions that physically and conceptually map to real-world 

interactions. The techniques in which devices are used in physical approaches can differ and they are 

outlined in the subsections below. 

2.2.1.2.1 Physical Objects as a Medium 

Utilizing a physical object as a means of transferring content in a multi-display environment is a useful 

technique for designers because, typically, this type of interaction maps to a conceptual model familiar to 

Figure 11 - Pick And Drop technique by Rekimoto [33] 
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users. For example, Rekimoto [33] provides a pick and drop interaction technique that allows users to 

select (or “pick”) content on one device by tapping it with a pen and place (or  “drop”) it on another device 

by tapping it again with the same pen. The pen in this case provides a physical medium to transfer the 

information (as shown in Figure 11). Another example of using a physical medium as an interaction 

approach is provided by i-Land from Streitz et al. [6], mentioned in Section 2.1.1. Users are able to link 

information to any arbitrary object (a key, watch or block of wood, for example) that can be later placed 

onto digital tabletops that identify and transfer the data linked to the object.  

2.2.1.2.2 Direct Contact 

Direct contact for interactions in multi-display environments implies directly contacting one or more 

devices to transfer content. An example of this direct contact interaction approach is provided in 

LightSpace by Wilson and Benko [74] previously mentioned in Section 2.1.2. Users are able to 

simultaneously contact a wall display and a tabletop to transfer content. In essence, a user becomes a 

conduit by directly contacting the two displays simultaneously, as shown in Figure 12. Another technique 

Figure 12 - A user acting as a direct conduit between two 
different displays via direct contact 
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is provided by Rekimoto with Augmented Surfaces [86] where users are able to directly contact devices 

in order to transfer content.  

2.2.1.3 Using Gestures and Proxemics 

Unlike the interaction approaches discussed in Sections 2.2.1.1 and 2.2.1.2, gestures provide additional 

advantages in interactions for multi-display environments, particularly because it is another input modality 

that can be combined with touch-based displays [87]. Proxemics is a sociological field that examines 

personal space and social interactions of people, and is defined by physical interaction zones based on 

distance [88]. Proxemic interactions are based on this field and are more concerned with the factors that 

affect spatial relationship between devices, such as position, orientation, and movement [73]. Combining 

the gestural approach and proxemic techniques allows for a powerful mechanism of transferring content, 

as the gestures (and devices) are now spatially aware of the environment. In the subsections below, a 

number of different gestural approaches involving devices are discussed that incorporate spatiality.     

2.2.1.3.1 Gestures on Devices 

Interacting directly on a display or device (typically performed via touch input) in a multi-display 

environment is an approach that users typically use to select and transfer content. For example, in Code 

Space, by Bragdon et al. [75], users are able to flick content from a mobile display to wall displays or 

other users with mobile displays. Users are also able to retrieve content from other displays by performing 

a downward swiping gesture. To retrieve content from a wall display, a user performs this gesture on a 

mobile display after selecting content to be retrieved. A reverse interaction for sending content is also 

supplied, wherein users are able to select content with a mobile display and then perform an upward 

swiping gesture to send to the wall display. Figure Figure 13 (a) highlights an example of a flick gesture 

done on a tablet to send content to a digital tabletop. 
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2.2.1.3.2 Gestures with Devices 

Gestures with devices in multi-display environments typically involve the physical movement of mobile 

devices. The rotation of a device was one of the gestures first explored by Bhandari and Lim [89]. To 

Figure 13 - Examples of Gestures on (a) and (b) Gestures with devices [115] 

(a) 

(b) 



 
 

45 
 

trigger this gesture, a user rotated a phone from a horizontal position to a vertical position to transfer 

content to another display. Another gesture explored was the shake gesture where a device is rocked back 

and forth, along its horizontal axis. This work was limited however, to trigger actions on the mobile 

devices themselves and not have an effect in the environment, as they were used for photo-editing or 

playing slideshows. Subsequent work by Doring et al. [69] linked these gestures to multi-display 

environments and added gestures such as throw from a mobile device to a digital tabletop, as well as 

pulling from a digital tabletop to a mobile device. The throw gesture and its subsequent iterations in the 

research literature – Daschelt and Buchholz [68], Hassan et al. [67] – is a primary example of using a 

device as a gesture mechanism in the research literature. Figure 13 (b) highlights an example of a toss 

gesture done with a device to send content to a wall display. 

2.2.1.3.3 Gestures without Devices 

Gestures without devices in a multi-display environment are typically done with hands and arms and can 

also be augmented with methods such as voice commands [26]. An example of this technique is also 

provided in LightSpace, by Wilson and Benko [74]. By using the positional tracking built into the system 

and roof-mounted projectors, a hold interaction is created that allows a user to carry a digital object in 

Figure 14 - Examples of Gesture without a 
device [115] 
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their hand from one location in the environment to another. Pointing is an interaction available in Code 

Space by Bragdon et al. [75], where users can point at objects with their fingers to select content from a 

source device and then point again at another target device to transfer. Figure 14 highlights an example of 

a grabbing gesture to grab content from a wall display, without a device. 

2.2.2 Designing Interactions 

A majority of the interactions that have been outlined in Section 2.2.1 have been created by system 

designers [78]. While these interactions can be effective and interesting, there exists a gap between the 

users they are designed for and the system designers themselves. This gap results in a potentially different 

conceptual and mental models of interaction for the system designers and the users. A technique used in 

the research literature is to create a set of gestures from the users themselves. This is called a user-

elicitation technique. 

Nielsen et al. [90] proposed a procedure for developing user defined gestures using elicitation. First, tasks 

for a system are first defined by system designers. Next, gestures are then elicited for these defined tasks 

from the users, and are then extracted into a gesture set for the system. Gestures are elicited using a 

guessability study methodology [91], which shows the effects of gestures to users and then asks them to 

perform actions that elicit the effect. Benchmarking is then done to validate the gestures chosen for the 

system and ensure that the gestures chosen are the most common, which is required to make a set of 

gestures for users. Wobbrock et al. first employed this user-defined gesture procedure to construct a 

gesture set for actions – such as copy, move and paste – on digital tabletops [7]. Participants are first 

shown the visual outcome of the action (called a referent), and then asked to produce a gesture that would 

result in the shown outcome. Results showed a high level of agreement among the gestures produced for 

any given task. The agreement value determines if there is similarity (or consensus) in the gestures 

produced amongst users and a higher value means that a user-elicited gesture set can be created. The 
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gestures created in this set were evaluated in follow-up work by Morris et al. who showed that these 

elicited gestures were far more preferred by users than those created by expert designers, with previous 

experience in designing gestures for systems [15].  

Frisch et al. [92] also employed this elicitation procedure to elicit a set of pen and touch gestures for 

diagram editing on tabletops. These gestures were then evaluated by Heydekorn et al [93] where the 

gestures were built into a real system and then evaluated with a usability study. It was found that 

implementing elicited gestures in a real world system requires careful consideration of how these gestures 

are applied, as some of the gestures were found to be difficult to implement in a system or were technically 

constrained (at the time). 

Several researchers have applied a similar type of approach within the context of multi-display 

environments. For instance, Kray et al. explored how mobile phones could be used in a multi-display 

environment comprised of a tabletop and a wall display, focusing on a wide range of tasks and content 

types (e.g. voting for content, synchronizing devices, and rewinding interactions) [94]. In this work the 

elicited gestures were not categorized or labeled so no agreement statistics could be produced; however, 

the authors observed a wide variety of novel and diverse gestures which they reasoned was a result of the 

wide means in which a mobile phone could be used. Similarly,  Kurdyukova et al. elicited a set of gestures 

from users specifically for transferring content between a tablet and fixed devices such as a wall display 

and tabletop [95] and included tasks such as tablet to tablet transfers, tablet to digital tabletop transfers 

and tablet to wall display transfers. These gestures were evaluated qualitatively however, so it was 

unknown if a gesture set could be created. 

2.3 Displayless Space in Multi-Display Environments 

There is a natural importance to the spatial layout of devices and users in a multi-display environment. 

The spatial layout of the environment and the inherent spatial separation between static displays, mobile 
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displays, and users is important at an interaction level [96]. This separation is defined as displayless space 

[3] (the space between devices or displays) and how it is regarded in the spatial layout of an environment 

is a constraint. For example, devices (or displays) in a multi-display environment could be linked together 

in a common space, (also known as spatially continuous) considered separate (also known as spatially 

distinct) or a combination of both (a hybrid). This following subsections describe the differences between 

these types of multi-display environments.  

2.3.1 Continuous 

In traditional PC-based environments where multiple displays can exist, it is possible to link the displays 

into a single and continuous display space. This allows input to be across displays, as a user can move a 

Figure 15 – Configuring a continuous desktop in various operating systems 
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mouse cursor continuously in the direction of any destination display. The displays are typically mapped 

to a conceptual physical location and several modern operating systems utilize this technique when linking 

multiple displays, as shown in Figure 15. In addition, software solutions also exist to allow separate PCs 

and laptops to create continuous display space with their respective displays as well [97] [98] [99].  

A similar technique was applied to mobile displays by Kohtake et al. [48] in which users were able to 

physically attach display panels to other display panels resulting in a shared continuous space. An 

advantage of this system was that users were able to spatially configure the mobile displays for different 

tasks which is extremely typical in traditional PC-based environments (where users can arrange monitors 

based on a task or activity) [100].  Rekimoto et al. [86] followed this technique when developing a 

spatially-continuous interactive workspace that incorporated laptops, wall displays, and a desktop (See 

Figure 16). The interactive workspace mapped each of these components into a shared space that 

represented their associated physical location. Users in this  prototype system (and subsequent prototypes 

Figure 16 - A spatially continuous workspace, where a user can (a) drag an object from a laptop to a 
table (b) and then drag to a wall display (c) and finally to a physical object (d) [86] 
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from other researchers) were able to move content between displays by simply dragging it to the next 

display that was spatially-continuous [43] [101] [102] [103] [104] .  

Unlike interactive workspaces, multi-display environments can be spatially-aware (devices or users or 

both can be tracked), which results in unique possibilities for a spatially continuous display space. For 

instance, a user in a multi-display environment could flick their content from one display to another 

display that is across the room but still part of the same continuous display space. Figure 17 highlights a 

multi-display environment that contains displays – a digital tabletop, wall display, 2 tablets and a mobile 

phone – that are configured in a continuous manner. The different displays show different parts of the 

same map highlighting the spatial continuity of the display space.  
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Figure 17 – A spatially-continuous MDE configuration. If a mobile device in (a) is moved, it would move to the 
appropriate location in the shared world map that is displayed in (b) 

(b) 

(a) 
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2.3.2 Discrete 

In a traditional PC-based environment, it is also possible to have multiple displays that are not linked 

together but are related in some manner other than being in the same physical area. An example of this 

would be a workspace containing a laptop, mobile phone, and a desktop with a large display running a 

media application. Both the laptop and mobile phone each have a different means of controlling the media 

application on the large screen albeit each device contains different content, which highlights the nature 

of discrete displays that are related.  

Aside from i-Land by Streitz et al. [6] [38], as described in Section 2.1.1, another example of a spatially-

discrete workspace is provided by Wigdor et al. [49] where a digital tabletop is used to facilitate 

collaborative situation assessment and decision making for the New York Police Department. In this 

workspace, two wall displays and a digital tabletop are provided – each with distinct digital workspaces 

that have different menus and content. Although the displays are spatially discontinuous, users are able to 

share content between the displays through icons that represent each display (a WIM approach). Other 

means used for transferring content in this type of workspace include menus or widgets which allow users 

to drag  the content to different displays [35] [6] [38] [39] [40] [41] [47] [49] [50] [51] [52]. 

In a multi-display environment where the environment is entirely spatially-aware, menus and portals may 

not be as intuitive to transfer content since the environment conceptually maps to a physical environment 

with objects that can be moved. As described in Section 2.1.1, LightSpace allows users to physically 

manipulate digital content stored on displays. Users are able to pick up content from a digital tabletop and 

place it on a target wall display, mimicking physical interactions performed in the real-world [74]. Figure 

19 highlights a spatially-discrete multi-display environment where different types of maps are displayed 

on different displays and, unlike a spatially continuous multi-display environment (see Figure 17), there 

is no shared map. Interactions that are possible in this type of multi-display environment include picking 
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and dropping, flicking, pouring, and throwing different maps to different displays, as the environment is 

entirely spatially aware [33] [68].  

2.3.3 Hybrid 

A hybrid multi-display environment is a combination of spatially-discrete and spatially-continuous 

displays. As shown in Figure 19, spatially discrete displays each showing different types of maps are 

combined with spatially continuous displays showing different parts of the same map.  

The WILD Room [105] is a prototype multi-display environment that combines spatially-discrete displays 

and spatially-continuous displays into a unique interactive environment. The environment consists of an 

ultra-high resolution wall display, digital tabletop, and numerous mobile devices. This hybrid multi-

display environment allows for users to have two distinct workspaces in the environment: a spatially-

discrete private workspace where individual users can view and manipulate content and a spatially-

continuous shared workspace where users can share content and collaborate. The major benefit of hybrid 

environments is providing users beneficial private and public workspaces [75] [106], however, this is not 

a primary focus of work presented in this thesis. 
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Discrete 

Continuous 

Figure 19 - A hybrid multi-display environment configuration. Some components of are in a spatially discrete 
space and some are in a spatially continuous space, indicated by the shared map and discrete maps 

Figure 19 - A spatially discrete multi-display environment. Each display has a different type of map displayed, 
indicating each device display is discrete 
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2.4 Summary 

In this section, the evolution of the definition of multi-display environments was discussed with emphasis 

on the changes as displays evolved from stationary to mobile as well as the increase in availability of 

spatially-aware displays and tracking systems. This led to a categorization of multi-display environments 

in the research literature that is based upon mobility of the displays and the spatial awareness of the 

environment. With such a broad categorization of multi-display environments in the research literature, 

however, it was necessary to provide a definition that fit the scope of this thesis work. In this thesis, a 

multi-display environment, as discussed earlier (page 15), is:   

“A spatially-aware environment where interaction is distributed over several different devices – 

such as digital tabletops, wall displays, tablets and mobile phones. This distribution of interaction 

means that multiple users in this environment can perform multiple activities with any number or 

combination of different display components.”  

This definition implies that displays are not merely visual output but also a means of interaction. Also 

discussed are the different approaches for interactions in multi-display environments – such as using a 

graphical menu, physical approaches, as well as gestures and proxemics – and techniques to design 

gestures based on user feedback.  

Another important component to interactions in multi-display environments is the notion of how the 

displays themselves are treated. These displays can be treated as though they are in the same shared space 

(continuous), entirely separate (discrete), or a combination of both shared and separate (hybrid). This brief 

examination of how displays are treated in interactions for multi-display environments serves as a concise 

introduction to the upcoming Chapter 3, where interactions specifically for transferring content are 

explored.  
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 Exploring Interactions for Multi-Display Environments3 

Designing gestures and interactions for multi-display environments presents a number of challenges. It is 

important that users understand available interactions as they form the basis of how they use devices that 

have different capabilities such as size, position, resolution and mobility. A common task in interactions 

for multi-display environments involves users moving content among the different devices. With multiple 

devices with different capabilities, this can be a critical problem for user experience professionals in multi-

display environments. For example, moving content with a mobile device provides different gestural 

possibilities than a static device, such as a digital tabletop. If users are unable to interact with content in a 

multi-display environment properly, then both its effectiveness and usability are reduced. Generally, the 

prior interaction approaches discussed in Section 2.2 – using a graphical user interface, physical 

approaches, gestures – have all been created by system designers. This raises the following issues: 

1. Many of the interactions designed by the system designers were built around technical constraints. 

This results in interactions for transferring content that are easier to implement in a multi-display 

environment, but not necessarily easy to learn and remember by users.   

2. The conceptual model of the user and the system designers may not match. As a result of the 

constraints of the system, the mental model users have for content transfer interactions may differ 

from the conceptual models of interactions provided by system designers. From a user experience 

perspective, this means that content transfer interactions created by system designers may not be 

ideal in real-world settings with everyday users.  

3. Interactions  aren’t  necessarily generalizable across all devices and displays. Another problem 

with designing content transfer interactions in technically constrained systems is that they do not 

necessarily generalize to all multi-display environments. For example, the tossing gesture allows 

                                                
3 The contents of this chapter are based upon [78] 
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a user to toss content to a wall display by mimicking the physical action of tossing an object. This 

interaction may work for mobile devices and tablets that are easy to move and have necessary 

technology (like accelerometers) built in; however, this would not work for, say, wall-mounted 

displays.  

As part of this thesis, a user elicitation study was conducted to find a set of interactions and gestures from 

the users (as opposed to the designer-created interactions in Section 2.2) for transferring content in multi-

display environments. The primary motive behind this study was to better understand content transfer 

interactions in multi-display environments and tackle the three aforementioned issues. This type of study 

not only allows for a set of user-created content transfer interactions, but can also lead to better interaction 

design, as the mental model of users is now the basis for the conceptual model for content transfer 

interactions. The user elicitation study and its design are discussed in Section 3.1, while Section 3.2 

discusses the qualitative and quantitative techniques used for analyzing the data obtained from the study. 

The results are presented in Section 3.3 and followed up with a discussion in Section 3.4 that provides 

informed design suggestions for designers of multi-display environments. Section 3.5 discusses the 

limitations of the study which is then followed with a conclusion of the chapter in Section 3.6. 

3.1 Study Design 

The key focus of this study is understanding interactions for transferring content in multi-display 

environments. In designing these interactions for a heterogeneous multi-display environment, the 

capabilities of each device — size, position, resolution, and mobility —plays an important role. However, 

the extent that this affects a  user’s  conceptual model of interaction in a multi-display  environment  isn’t  

well understood and provides motivation for the study. Providing a user-defined gesture set for 

transferring content in multi-display environments is another motivation for this study. These gestures can 
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provide insight into the conceptual models that users have for content transfer interactions, as they reflect 

their behavior and are a necessary step to creating real-world interactions for multi-display environments.  

As transferring content can be a common task that users perform in multi-display environments, the 

participants in the study were asked to perform a series of tasks that relate to transferring content between 

devices that can exist in a multi-display environment. Additionally, users were asked to transfer content 

at different positions in a multi-display environment, highlighting two heterogeneous factors of multi-

display environments – position and mobility. This allows for an examination into the impact of spatial 

and device characteristics on conceptual models of content transfer interactions in multi-display 

environments, which is a goal of this thesis. 

The tasks used for the study are based on those by Voida et al. [107], where users were asked to create 

gestures for accessing multiple projected displays in an augmented reality office. The tasks users 

performed in the study were based on an exploration into how distance to an object, the type of an object 

and spatial models affected gestures for augmented reality. To examine the impact of spatial and device 

characteristics on interactions and gestures for content transfer in multi-display environments, this 

provides a good foundation to build upon for the study. As a result, the content transfer tasks examined 

the following: 

x Transfer Direction – sending and retrieval of content from tablets, a tabletop and a wall display. 

x Source and Destination Devices – which are tablets, a tabletop and a wall display. 

x Distance – varying the distances, from close to far between tablets, a tabletop and a wall display.  
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With these examinations in mind, a number of content transfer task combinations could be created and 

Figure 20 lists the final set of task combinations that were used in the study to elicit a set of gestures for 

content transfer in multi-display environments. A singular task in this study, refers to a singular row in 

Figure 20. Tablets were a major focus of the content transfer tasks in this study, as they are more likely to 

be used by real-world users and in business settings or collaborative environments than wall displays or 

digital tabletops [108]. The relative positions of devices and distances for tasks involving the sending and 

retrieval to wall displays and digital tabletops are shown in Figure 21 and Figure 23. For the content 

transfer tasks involving tablet to tablet interactions, a researcher was used as a secondary user to which a 

participant could send content. The relative positions of the researchers (for tablet to tablet tasks) and 

participant are shown for these tasks in Figure 22.  

No Task Source Target Distance

1 Send Tablet Tablet Near

2 Send Tablet Tablet Far

3 Retrieve Tablet Tablet Near

4 Retrieve Tablet Tablet Far

5 Send Tablet Wall Display Near

6 Send Tablet Wall Display Far

7 Retrieve Tablet Wall Display Near

8 Retrieve Tablet Wall Display Far

9 Send Tablet Tabletop Near

10 Send Tablet Tabletop Far

11 Retrieve Tablet Tabletop Near

12 Retrieve Tablet Tabletop Far

13 Send Tabletop Wall Display Fixed

14 Send Wall Display Tabletop Fixed

15 Retrieve Tablet Wall Display Near

16 Retrieve Tablet Wall Display Far

Tasks

Single Image Transfer

Multiple Image Transfer

Figure 20 - List of tasks used for the study 
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Figure 22 - Room schematic and distances for content transfer tasks involving tablet to tablet 

Figure 21 - Room schematic and distances for content transfer tasks involving tablet to wall display 
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3.1.1 Participants and Descriptive Data 

Using recruitment methods such as posters, email and word of mouth, a total of 17 paid participants were 

gathered for this study. A breakdown of the participants is provided in Figure 24 and Figure 25. 

Of the 17 participants, 11 were male and 6 female, and their backgrounds included business, economics, 

engineering, and education. Ages of the participants ranged from 18 to 60 years of age, with the average 

age of males being 27 years of age and the average female age being 25 years of age. 11 of the participants 

were students at the time of the study, while 5 were professionals from industry and 1 participant was both 

a student and a professional from industry. 

Figure 23 - Room schematic and distances for content transfer tasks involving tablet to digital tabletop 
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Figure 25 provides a breakdown of the experience with the technologies that are available inside a multi-

display environment – motion tracking systems, digital tabletops, tablets, wall displays – for each 

participant in the study. A percentage breakdown for the background experience with technologies for the 

participants in Figure 25 is as follows: 

x 76% of the participants had previous experience with a wall display. 

x 47% of the participants had previous experience with a digital tabletop. 

x 94% of the participants had previous experience with touch-enabled mobile devices such 

as mobile phones or tablets. 

x 47% of the participants had previous experience with the Microsoft Kinect or similar 

motion tracking technologies. 

Noticeably, some participants had limited experience with the technologies available in multi-display 

environments. No participants were excluded based on experience, as participants with a wide range of 

experience was desired, to better represent the wider population that may use multi-display environments. 

3.1.2 Apparatus 

The study utilized the following apparatus: 

x Hardware: Two Apple iPads4, a Samsung SUR40 Digital Tabletop with PixelSense5 and a 

SMART Board6 were used to create a multi-display environment.  

x Software: To visualize the outcomes of tasks that users performed, a specialized Node.js7 web 

application was written. This application allowed for simulated transfer of images between the 

different devices in the environment, which represented the visualization of the outcome (also 

                                                
4 Apple iPad, http://www.apple.com/ca/ipad/ 
5 Samsung SUR40, http://www.microsoft.com/en-us/pixelsense/default.aspx 
6 SMART Board, http://smarttech.com/smartboard 
7 Node.js, http://nodejs.org/ 
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known as result) of a task. This was done by showing an image disappearing on an origin device 

and appearing on a target device after a short delay, caused by a secondary researcher operating 

the application.  

x Other: A video camera recorded all gestures performed by users. To consider distance consistently 

between studies, specific locations were marked on the floor and participants were asked to move 

to these locations for certain tasks. The relative locations for the tasks in the study are indicated in 

Figure 21 to Figure 23. 

3.1.3 Procedure 

For all participants, the session began with a brief introduction that discussed the purpose of the study and 

video information from films such as Iron Man 28 and Minority Report9, highlighting the possible types 

of gestures they could produce in a multi-display environment. This was done to provide participants with 

inspiration in the creation of the gestures for the upcoming content transfer tasks. The types of gestures 

participants witnessed in the videos included gestures performed by rotating or manipulating a device 

(where possible), on-device gestures (such as tapping or pinching), and gestures without devices (using 

arms, hands, or entire body).  

After the introduction, participants then began to perform the first task in Figure 20. At the start of every 

task, the purpose of the task was explained verbally and the intended outcome of the task was displayed. 

At any point during a task, participants could ask questions to clarify the nature of the task. Participants 

were also continuously encouraged to create gestures without any regards to technical feasibility when 

creating gestures. This was done in order to limit the influence of gestures being created or chosen because 

they are easier for a system to recognize. Furthermore, as some participants also had experience with some 

                                                
8 Iron Man 2, http://ironmanmovie.marvel.com/ 
9 Minority Report, http://movies.foxjapan.com/minority/index.html 
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of the technologies in the multi-display environment, that meant they understood some of the technical 

limitations of the technology. Removing technical feasibility also served as a means to encourage 

imagination for participants who had knowledge of the technical limitations of the technologies in the 

multi-display environment.  

For each task, participants were also asked to (shown in Figure 26): 

1. Create three unique gestures (as a means to stimulate creativity). 

2. Explain verbally the gestures being performed. 

3. Choose a preferred gesture for the task.  

Each participants performed all 16 tasks that are listed in Figure 20. 

3.2 Analysis Techniques 

The following sections describe the techniques used for both qualitative and quantitative analysis of the 

results of this study. 

Repeat for all tasks 

Step 3 - Tasks Performed

3 unique gestures created. Preferred gesture chosen.

Step 2 - Task Explanation

Purpose of the task explained and 
outcome of task shown.

Encouragement of gestures with 
disgregard to technical feasability.

Step 1 - Study Background

Background explained for study.
Possible interactions for gestures to be 

created shown.

Figure 26 - Study Design 
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3.2.1 Qualitative Analysis 

The Descriptive Labeling technique described by Nielsen [90] was used to analyze the gestures collected 

and classify them. This technique describes gestures by their movement and action – postures, hand/finger 

positions, hand trajectories, and posture – and not by what a gesture communicates or its purpose (semantic 

meaning). Chunking and Phrasing by Buxton [109] was a technique used to take into account atomic 

gestures and compound gestures. An example of this technique can be shown by examining the events 

that occur when making a selection in the pop-up menu that appears when right-clicking an empty space 

in the taskbar in Microsoft Windows 810. In the selection through the pop-up menu, there are a number of 

sub-tasks (shown in Figure 27) – right-clicking to bring up the pop-up menu, moving the mouse to select 

                                                
10 Microsoft Windows 8, http://windows.microsoft.com/en-ca/windows/home 

Figure 27 - Chunking and Phrasing [109] in Windows 8 
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an option and then clicking an option – that are grouped together to form a single logical action. These 

sub-tasks or actions are called phrases and the grouping of all of them together is called chunking. 

Typically, this grouping is related to the psychological process of the action, which in the case of the 

example discussed, is bringing up a menu and selecting an item. A phrase in a gesture is defined by periods 

of tension and relaxation. Thus, a gesture with a singular phrase is considered to be atomic and a gesture 

with series of phrases is considered compound. 

This analysis technique was specifically chosen because it aligns with one of the motivations for this thesis 

– providing gestures and interactions for content transfer in multi-display environments. Putting an 

emphasis on the physical actions of a gesture allows user-experience professionals to better describe the 

nature of the actions and gestures that users are performing, as well as the mental models being drawn 

upon by users.    

3.2.2 Quantitative Analysis 

In a user-elicited gesture set, there needs to be a large degree of consensus among a set of gestures created 

by users. From a user experience perspective, it can be argued that a set of gestures for content transfer in 

multi-display environments can be limiting for users because they can have different preferences for 

gestures. However, one of the main goals of this thesis, is to understand the mental and conceptual models 

of all users and discovering gestures that are common and understandable between them. For this study, 

it means finding common gestures which have been created independently by different participants in the 

study for the same content transfer tasks. A large group of common gestures means there is a large degree 

of consensus among the participants. This metric was previously used by Wobbrock et al. [7] for the 

creation of a gesture set for digital tabletops and is defined below: 
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𝐴 =  
∑ ∑ |𝑃 |

|𝑃 |⊆∈

|𝑅|  

In the equation shown above, r is defined as a referent in the entire set of referents, represented by R. A 

referent, or outcomes of a task, is represented in the study by an image being transferred when a participant 

performs an action, as described in Section 3.1.2. With 16 different tasks and outcomes for participants, 

the entire set of referents are represented in Figure 20. Pr is defined as the set of gestures proposed for the 

referent r, while Pi contains the subset of gestures that are identical. A represents the agreement score. An 

agreement score is a quantitative measure of the variability of gestures produced (qualitative data) and in 

a single number, determines the degree of consensus for the gestures of a task [7].  

To understand the impact that factors such as distance and device type have on the gestures chosen by 

participants, a statistical model also needs to be applied to the results of the study. Not applying a statistical 

model, means a quantitative analysis is performed only at an individual level of the data. This provides 

information such as repeatability of individual gestures and the range of gestures used for an individual 

participant. Although this is useful information and provided in the analysis of the data for this thesis, it 

is more useful when developing a machine learning approach to gesture recognition for a multi-display 

environment. Having a statistical model is more practical for designing a useable gesture set for a large 

group of people, which was one of the goals of Wobbrock et al [7] and a goal of this thesis as well. 

As distance and device type can be considered variables that can impact gestures chosen by participants, 

a Generalized Linear Model (GLM) can be used [110]. The GLM allows for the prediction of a variable 

(typically called a dependent variable) from one or more other variables (typically called independent or 

explanatory variables), which in the case of the study are device type, distance and the gestures 

themselves. One problem with GLM is that it assumes that there is no correlation in the data observed, 

which in this study, is the gestures [110].  This   isn’t   the   case   in   the   study,   as   gestures   are   extremely  
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correlated to types of tasks (sending or retrieving), device types and distance. To handle data that is 

correlated, typically equations are used with GLM. The Generalized Estimating Equation (GEE) is one 

such equation that provides a means of determining correlation for longitudinal data that is measured at 

different points of time or can be classified [111]. In the study, the correlation to be examined is the effects 

of distance and device on the gestures, and the data is longitudinal as it occurs throughout the duration of 

the study, as well as classified, using the techniques described in Section 3.2.1.  

To specifically examine the effects of distance and device type on the gestures with GEE, a distribution 

should be used. The distribution used is determined by the type of data in the GEE, which in the case of 

this study, is counted data. This counted data is determined by counting the number of gestures that have 

occurred throughout the study and as a result, a Poisson distribution is used [112]. With this distribution, 

it is then possible to determine the impact of specific variables (distance and device type) in GEE. A GEE 

with a Poisson distribution can thus be used for the examination of different factors such as distance, and 

device type on content transfer gestures in multi-display environments, which is a goal of this thesis.   

3.3 Results 

A total of 816 gestures was collected (17 participants × 16 tasks × 3 gestures) from 17 participants and 

these were classified based on the technique described in Section 3.2.1 (see Appendix D.1 for all gestures 

as a reference). The atomic gestures were grouped into a set of four conceptual interaction metaphors that 

address users’  mental  models  of  the  multi-display environment. Following the grouping of gestures, the 

amount of agreement for the preferred gestures was calculated using the agreement metrics described in 

Section 3.2.2 and is discussed in Section 3.3.1. Section 3.3.2 discusses how the conceptual metaphors 

were derived, the four conceptual metaphors themselves – Close Contact, Moving Objects, Selection, and 

Borrowed Interactions – in detail and provides examples. Section 3.3.3 provides a brief quantitative 
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analysis of the metaphor set, while Section 3.3.4 discusses the compound gestures that were observed. 

Finally, the impact of distance and devices on the gestures is discussed in Section 3.3.5. 

3.3.1 Agreement and Gesture Sets 

To attempt to create a user-elicited gesture set, there needs to be a significant amount of consensus among 

the gestures created. The agreement score for this study was calculated using the preferred gestures that 

were chosen by each participant and the formula described in Section 3.2.2. The calculation of the 

agreement scores for the preferred gestures resulted in a value of AFavorite=0.16.  

The agreement score for this study is significantly lower than the agreement scores found by Wobbrock 

et al [7] in a study of user-defined gestures for digital tabletops. In their study, the agreement scores for 

Task Gesture 1 Gesture 2 Agreement Score
Send to Tablet  (Near) Swipe Up - 0.26

Send to Tablet (Far) Swipe Up
Touch Five (Pick) 

+ Throw (Drop)
0.33

Retrieve from Tablet (Near) - - 0.11

Retrive from Tablet (Far) Swipe Down - 0.13

Send to Wall Display (Near) Swipe Up Bump 0.2

Send to Wall Display (Far) Swipe Up - 0.18

Retrive from Wall Display (Near) - - 0.07

Retrieve from Wall Display (Far) Swipe Down - 0.1

Send to Tabletop (Near) Swipe Up - 0.21

Send to Tabletop (Far) Swipe Up - 0.27

Retrieve from Tabletop (Near) 
Position On + Swipe 

Across
- 0.09

Retrieve from Tabletop (Far) Swipe Down - 0.08

Send from Tabletop to Wall 

Display 

Touch Five (Pick) + 

Touch Five (Drop)
- 0.08

Send from Wall Display to 

Tabletop
Camera - 0.1

Retrieve from Wall Display with 

Multiple Images (Near)

Touch Five (Pick) + 

Throw (Drop)
- 0.1

Retrieve from Wall Display with 

Multiple Images (Far)

Touch Five (Pick) + 

Throw (Drop)
- 0.12

Figure 28 – Most common gesture for each task. Generated by removing all gestures in a task with fewer than 
three observations. 
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one-handed gestures was A1H =0.32 and the two-handed gestures were A2H =0.28. Comparatively, the 

overall agreement score for this study was AFavorite=0.16, showing minimal consensus. This is similar to 

qualitative results from earlier elicitation studies designed for multi-display environments [94] [95] . A 

lower agreement score also implies that it is not possible to propose a single user-defined gesture set, 

unlike prior studies [7]. Figure 28 provides the agreement scores calculated for all 16 tasks. Gestures that 

were observed less than 3 times for a task were removed, as a significant amount of gestures had minimal 

observations, which again highlights the lack of consensus amongst the gestures performed by 

participants. 

3.3.2 Conceptual Metaphors 

As it was not possible to provide a gesture set due to low agreement scores, a set of conceptual metaphors 

are instead provided that group the gestures observed throughout the study and provide a basis from which 

user experience professionals can draw upon for designing new content transfer gestures in multi-display 

environments. Using the technique described in Section 3.2.1, the gestures were classified based on the 

following factors (among others):  

a) Position of users relative to the devices 

b) How devices of users were positioned and/or repositioned. 

c) Numbers of fingers or hands used when a user touches a device. 

d) Type of motions being made (with or without devices). 
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NEAR

A user is close to a device. This is based on the assigned positions in 
the environment.

FAR

A user is far away from a device. This is based on the assigned 
positions in the environment.

POSITION_ON

Performed with a device which is placed down on top of a target and 
left there. 

POSITION_NEAR

Performed with a device, which is placed very close to the target 
device, but not above or exactly beside or on top of. 

POSITION_BESIDE

Performed with a device, which is placed exactly beside, such that the 
two devices line up, a target device. 

POSITION_ABOVE

Performed with a device, with is placed over top or directly above it's 
target. 

TOUCH_FIVE Performed on a device with five fingers. 

TOUCH_HAND Performed on a device with a flat hand.

DOUBLETAP_2F Performed on a device with two fingers, with two distinct touches. 

SINGLETAP_2F Performed on a device with two fingers, momentarily touching.

GRAB_2H Grab gesture using two hands.

THROW_2H Throw gesture using two hands.

SWIPE_HAND_UP Performed on a device, swipe up but performed with a whole hand.

SWIPE_2HAND_UP Performed on a device, swipe up but performed two whole hands. 

SWIPE_2HAND_DOWN 

Performed on a device,swipe down but performed with two whole 
hands.

TOUCH_2H Performed on a device with two flat hands.

Number of fingers or hands used when a user touches a device

Position of Users Relative to Device

How devices of users were positioned and/or repositioned.

Figure 29 - Possible values for factors (a), (b) and (c) 
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BUMP Performed with a device, physically contacting another device for a brief period of time. 

POINT Performed in the air, where a user points with a single finger at the target. 

SINGLETAP Performed on a device with one finger momentarily touching. 

POINT_DEVICE

Performed with a device, which is held away from the body in order to point towards a 

target.

SWIPE_DOWN Performed on a device, with an arbitary number of fingers, in the downwards direction.

SWIPE_UP Performed on a device, with an arbitary number of fingers, in the upwards direction.

SWIPE_LEFT Performed on a device, where the users makes a swipe in the left direction .

SWIPE_RIGHT Performed on a device, where the users makes a swipe in the right direction.

SWIPE_ACROSS Performed over two devices, a swipe which continues across a second device. 

SWIPE_TOWARDS

Specific to instances where the user has placed a device down, the user swipes toward 

the direction of the placed down device. 

SWIPE_AWAY 

Specific to instances where the user has placed a device down, the user swipes away from 

the placed down device. 

SHAKE_DEVICE Performed with a device which is shaken in a rapid manner.

ROCKING_DEVICE

Performed with a device which is moved up and down in a rocking motion along it's 

horizontal axis. 

CHUCKING_DEVICE

Performed with a device, which is moved in a manner similar to the action required to 

throw an object.

POUR_DEVICE

Performed with a device, which is rotated slight, paused momentarily and restored 

original orientation. 

SCOOP_DEVICE Performed with a device by by mimicking a scooping motion. 

SCRAPE_DEVICE

Performed with a device, which is tilted at angle and dragged slowly in a scraping like 

motion. 

ROTATE_DEVICE Performed with a device with is rotated for a longer period of time.

GRAB Performed in the air, a gesture where the user mimics grabbing an object. 

BLOW Performed when a user blows on the device. 

SWEEP Performed in the air, a gesture with mimics sweeping across a wide area. 

PUSH Performed the air, a gesture where the user appears to push and object with their hands. 

SNAP Performed in the air, a gesture where the user snaps their fingers. 

WAVE Performed in the air, a gesture where the user makes a flat hand and rocks it side to side. 

PINCH

Performed on a device, with two finger motion which closes until fingers are touching, 

mimics a pinch.

KNOCK Performed on a device, the users takes their fists and strikes the device. 

THROW Performed in the air, a gesture mimic the action of tossing or throwing an object.

CAMERA

Performed by holding a device vertically, with the screen towards the user, mimic the 

action of taking a picture with a camera. 

MIRROR

Performed with a device which is held vertically and inverted, exposing the screen to the 

target.

LASSO Performed in the air, a gesture were the user closes a distinct loop in the air with a finger. 

TOUCH_LASSO Performed on a device where the users creates a near circle or lasso with a single finger. 

TOUCH_BOTH

Performed on two devices, where the users simulatenouly performs a touch on both 

devices. 

DOUBLETAP Performed on a device one finger, with two distinct touches. 

Types of motions being made

Figure 30 - Possible values for factor (d) 
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All possible values for the gestures being coded according to these different factors are highlighted in 

Figure 29 and Figure 30. With these factors in mind when coding the gestures in an iterative process, four 

distinct conceptual interaction metaphors were created that grouped similar gestures together. They are 

defined and discussed in the upcoming subsections.  

3.3.2.1 Close Contact 

When the positions of devices are close or there is contact during a gesture.  

As per the definition above, these gestures incorporated either physical contact, closeness, or both for 

devices.  Closeness in this metaphor specifically refers to how close a device is to another device. In the 

study, closeness occurred for participants when they were in the near position (as shown in Section 3.1) 

for a task and close to a target device. As close contact gestures required a secondary device, these 

9% 8% 7% 5%
11% 7% 9%

41%
37% 41%

37%

43%
44%

33%

27% 33% 32%

28%

33%
28%

36%

11%
14% 8%

10%

13%

11% 11%

12% 8% 12%
21%

10% 11%

TRANSFER 
TABLET TO 

TABLET

TRANSFER 
TABLET TO 

WALL 
DISPLAY

TRANSFER 
TABLET TO 
TABLETOP

TRANSFER 
NEAR

TRANSFER 
FAR

SENDING RECEIVING

Non Gestural Moving Objects Selection Borrowed Interactions Contact Closeness

Figure 31 - Percentage breakdown for metaphors for device conditions 
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occurred with tasks involving tablets. Participants could either choose to make contact with a target device 

or position their device close to the target device in a variety of ways.   

Figure 33 highlights a selection of gestures from the Close Contact metaphor. The full set for this metaphor 

are provided in Appendix C.1 for reference. The variations of the gestures performed for this metaphor 

and their occurrences is highlighted in Figure 32. Bump (see Figure 33b) was the most frequent gesture 

occurring in this theme at 38%, while Position Above (see Figure 33a) was the lowest at 10%. 

A limitation of these types of gestures is the proximity they require, as being physically close to a device 

is not generalizable across different distances. Examples of gestures in the Close Contact metaphor include 

Position Above, where participants physically place one device directly over top of another, or Bump, 

where physical contact is made with another device for a short period of time. 

Figure 33 - Examples of gestures from the Close Contact metaphor. (a) Position Above and (b) Bump 

Gesture Name # of times observed % occurred

Bump 36 38%

Position On 26 27%

Position Near 12 13%

Position Beside 11 12%

Position Above 10 11%

Close Contact Metaphor

Figure 32 - Close Contact gesture occurrences (throughout study) 
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3.3.2.2 Moving Objects  

When a gesture mimics the real-world actions of moving an object in physical space.  

The Moving Objects metaphor mimics the interactions of moving objects in physical space. Prior 

experience that participants had with interactions that involve physical objects in the real word, such as 

sliding, flicking or throwing led to 24 variations for this metaphor, as shown in Figure 34. Throw and 

Swipe Up were the most common gestures at 22% each, while Swipe Towards, Swipe 2Hand Down, Swipe 

Away and Blow were the least common. 

Gesture Name # of times observed % occurred

THROW 99 22%

SWIPE_UP 96 22%

GRAB 67 15%

SWIPE_DOWN 45 10%

SHAKE_DEVICE 30 7%

SWIPE_ACROSS 21 5%

ROCKING_DEVICE 16 4%

CHUCKING_DEVICE 12 3%

GRAB_2H 8 2%

SWIPE_LEFT 6 1%

THROW_2H 6 1%

SWIPE_HAND_UP 5 1%

SWEEP 5 1%

POUR_DEVICE 4 1%

SCOOP_DEVICE 4 1%

SCRAPE_DEVICE 4 1%

SWIPE_2HAND_UP 4 1%

ROTATE_DEVICE 3 1%

SWIPE_RIGHT 3 1%

PUSH 3 1%

SWIPE_TOWARDS 2 0%

SWIPE_2HAND_DOWN 1 0%

SWIPE_AWAY 1 0%

BLOW 1 0%

Moving Objects Metaphor

Figure 34 - Moving Objects gesture occurrences (throughout study) 
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Examples of these gestures include the Pour gesture, where a user mimics pouring content onto another 

device (shown in Figure 36) and  the Chucking gesture, where a user simulates the tossing of a device 

(shown in Figure 35). The full set of gestures for this metaphor are provided in Appendix C.4 for reference.  

Many participants also stated that repeatedly performing these types of gestures was fatiguing. This is due 

to the fact that many gestures in the Moving Objects metaphor require physical actions to be completed, 

and as with any activity that is physical and repeated over a period of time, fatigue becomes an issue.  
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Figure 35 - Chucking gesture with a tablet towards a wall display, 
from the Moving Objects metaphor 

Figure 36 - Pour gesture with a tablet to a digital tabletop, from the Moving 
Objects metaphor 
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3.3.2.3 Selection  

When a gesture is used to actively select another object, which can include other persons or devices.  

The Selection metaphor was used by participants to select either objects, other devices, or other 

participants. This was done typically through methods such as touching (with a finger, a whole hand, or 

two hands) among others. 13 different variations occurred for the Selection metaphor with Touch Five 

being the most common gesture at 30% and Touch 2H being the least common, as shown in Figure 37. 

Examples of this gesture include the Point Device gesture where users would also point at a target device 

or person with their own device (shown in Figure 39) and the Point gesture where participants would point 

at a target device or person (shown in Figure 38). The full set of gestures for this metaphor are provided 

in Appendix C.3 for reference. An interesting observation for the gestures in this metaphor, was that they 

were typically a part of compound gestures, which are discussed in Section 3.3.3. 

Gesture Name # of times observed % occurred

TOUCH_FIVE 117 30%

POINT 106 27%

SINGLETAP 63 16%

POINT_DEVICE 29 7%

TOUCH_HAND 20 5%

DOUBLETAP 19 5%

DOUBLETAP_2F 9 2%

SINGLETAP_2F 8 2%

TOUCH_LASSO 7 2%

SNAP 6 2%

WAVE 4 1%

TOUCH_BOTH 3 1%

TOUCH_2H 1 0%

Selection Metaphor

Figure 37 - Selection gesture occurrences (throughout study) 



 
 

80 
 

 

Figure 38 - Point gesture from the Selection metaphor 

Figure 39 - Point Device gesture with a tablet towards a wall display, from the 
Selection metaphor 
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3.3.2.4 Borrowed Interactions 

When a gesture mimics or borrows interactions that already exist with other technologies or physical 

objects in the real-world. 

The gestures that didn't fit in the Close Contact, Moving Objects, and Selection metaphors were clearly 

borrowed from users’  previous experiences with existing technologies or physical objects in the real-

world. This is a distinct change from the prior metaphors, which were based on activities and interactions 

from everyday life. There were 5 different variations observed for this metaphor, with Camera being the 

most common gesture at 42% and Knock being the least at 1%, as shown in Figure 40. An example of a 

gesture that was borrowed from previous experiences, is the Camera gesture where a user would hold a 

device in a fashion similar to that of holding a camera (see Figure 42). The Camera gesture was typically 

used to retrieve data while the Mirror gesture was used for both sending and retrieving data. The Mirror 

gesture, is performed by reversing the screen of a device and exposing it towards a target device (see 

Figure 41). 

 

 

 

 

Gesture Name # of times observed % occurred

CAMERA 52 42%

MIRROR 51 41%

LASSO 11 9%

PINCH 9 7%

KNOCK 1 1%

Borrowed Interactions Metaphor

Figure 40 - Borrowed Interactions gesture occurrences (throughout study) 
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Figure 42 - Camera gesture with a tablet, from the Borrowed Interactions metaphor 

Figure 41 - Mirror gesture with a tablet, from the Borrowed Interactions 
metaphor 
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3.3.3 Comparing the Conceptual Metaphors 

Figure 43 highlights a comparison of the metaphors and gestures found in the study. Noticeably, the 

Moving Objects and Selection metaphors are the most common metaphors observed, at 42% and 37% 

respectively. This indicates that participants tended to draw upon experiences that were more natural as 

opposed to drawing upon borrowed experiences (such as with technologies),  highlighted by the Borrowed 

Interactions metaphor only comprising 12% of the overall metaphor set. 

It is also interesting to note that the Close Contact metaphor was only 9% of the overall set. As 7 of the 

16 tasks listed in Figure 20 were at close distances to either other devices or a secondary researcher, this 

suggests  that  participants  weren’t  comfortable  making  physical  contact  or  using  gestures  based  on  physical  

proximity.  

3.3.4 Compound Gestures 

In some of the gestures observed by the participants, distinct gestures were performed in succession, which 

is considered to be compound by Buxton [109] as described in Section 3.2.1. Some of the gestures 

performed by users followed a pattern that considered multiple users and these were also considered 

compound gestures. This pattern, called Two-Party Interactions, typically occurred when a participant 

was required to perform a task involving a  secondary  researcher’s  personal device (tablet). For example, 

in tasks where an image was to be retrieved from another participant’s tablet, participants mentioned that 

their actions should involve another participant’s device and that the transfer should be acknowledged by 

the other participant instead of simply occurring. A participant performing a Mirror gesture with their 

tablet and then asking another participant to perform a Mirror gesture, is an example of the Two-Party 

Metaphor Name # of Gestures Total % occurred
Moving Objects 446 42%

Selection 392 37%

Borrowed Interactions 124 12%

Close Contact 95 9%

Figure 43 – A comparison of all the metaphors in the metaphor set 
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Interactions pattern. In this example, the distinct atomic components are the Mirror gestures and the Two-

Party aspect comes from the two participants involved in the interaction.  

Another commonly observed compound gesture pattern mimicked the pick-and-drop metaphor from 

Rekimoto [33]. This pattern, called the Pick & Drop Interaction pattern, involved a distinct gesture for 

selecting content on a source device and then another distinct gesture for selecting on a target device. 

Unlike Two-Party interactions where tasks involved personal devices, tasks for the Pick & Drop 

Interaction involved all devices and gestures were extremely varied and influenced by distance. An 

example of this pattern is when a participants touches all five fingers (Touch Five gesture) on a tablet to 

select an image, and then follows with a Throw gesture towards a target device. A participant would 

perform this gesture when the target device is far away; however, if the target device is close, then the 

same participant performs a five finger touch (Touch Five gesture) on the tablet, followed with a five 

finger touch (Touch Five gesture) on the target device. This highlights the notion of distance playing a 

factor in gestures, and is discussed in further detail in the next section. Overall, compound gestures 

composed 43% of the total gestures performed for commands.  

3.3.5 Impact of Factors 

Another goal of this study was to examine the impact that certain factors had on the choice of gestures for 

participants. These factors were: 

1. Device Type – Does the device used play a role in the choice of gesture? 

2. Distance – Does the distance at which the task is performed play a role in the choice of 

gesture?  

To focus the qualitative analysis on these two factors, the gestures that users identified as their favorite in 

the study were used with the Generalized Estimating Equations (GEE) and a Poisson distribution, as 

described in Section 3.2.2.  
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3.3.5.1 The Impact of Device Types 

After analyzing the data with GEE, it was found that only the Close Contact metaphor was statistically 

significantly   impacted  by  the  overall  device   factor  (χ2  (2)=15.144,  p=0.001). As a result, a closer look 

was taken at the impact of the individual device types – iPad, wall display, and tabletop. The results of 

this closer analysis of the Close Contact metaphor showed that it was negatively, but not significantly, 

predicted by the iPad device type (B=-3.26, p=0.117) unlike the wall display device type, which was 

significantly and negatively predicted (B=-0.622, p<0.001). This indicates that the Close Contact 

metaphor should be used for the suitable device types, as it is simply not possible to achieve contact with 

devices at certain distances (i.e. wall displays and digital tabletops).  

3.3.5.2 The Impact of Distance 

GEE showed that distance did have a significant statistical impact on the gestures performed by users. 

Specifically, the Borrowed Interactions and Non-Gestural metaphors were significantly and positively 

predicted by far distances (B = .253, p = 0.045 and B = 0.799, p = 0.001), unlike the Close Contact 

metaphor which was significantly and negatively predicted by far distances (B=-3.773, p<.001). This 

highlights an importance of gestures and interactions in multi-display environments, as the environment 

typically encompasses a room and content transfer gestures that work on all displays might remove some 

of the disparities found. 

3.4 Discussion 

One of the primary goals of the study was to elicit a set of gestures for moving content in multi-display 

environments. As a result, the study was designed around prior procedures for eliciting gesture sets [7]; 

however, unlike those studies, the results showed minimal agreement. The implications of low agreement 

are discussed in Section 3.4.1. Despite this low agreement however, the set of interaction metaphors 

presented in Section 3.3.2 can provide a basis for user experience professionals to create new content 
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transfer gestures, and applying them to real world multi-display environments is discussed in Section 

3.4.2.  

3.4.1 Implications of Low Agreement Scores 

An agreement score, as mentioned earlier, is a quantitative measure of the variability of gestures produced 

(qualitative data) and ultimately determines the level of consensus [7]. High agreement would mean that 

participants tended to produce the same or similar gestures for the same command while low agreement 

would indicate that participants tended to produce different gestures for the same command. Most tasks 

in the present study had low agreement scores. As a result, it was not possible to create a set of user-

defined gestures for the tasks presented in the study. 

Prior elicitation studies for multi-display environments noted little consensus in gestures produced for 

tasks [55] [94]; however, these studies measured consensus qualitatively through questionnaires. This 

study adds value to previous studies in that it was able to quantitatively confirm this lack of consensus. 

This is in contradiction with elicitation studies that have been done for digital tabletop gestures in which 

higher levels of agreement were found [7] [113]. The difference might be explained as follows: 

Interaction Possibilities:  

A primary difference between interactions in a multi-display environment and interactions on a digital 

tabletop is the bounds of interaction. At a digital tabletop, gestures occur on or near the tabletop, typically 

horizontally or vertically. In essence, they are restricted to specific regions of the digital tabletop. This is 

not the case in a multi-display environment, where numerous displays and devices can exist. Not only are 

the restrictions increased with each device and display in the environment, but interactions are no longer 

necessarily horizontal or vertical, as displays and devices can be mobile or of different sizes. Interactions 

are now also possible without the constraint of devices and displays as well. With multiple displays and 
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devices, it is also possible to treat the space between them (displayless space [3] from Section 2.3) in 

different ways. This means that users have a wider space to perform gestures in the environment. 

Participant Background and Experience: 

Participants in the study had a wide variety of experience with the technologies involved in multi-display 

environments, as shown earlier in Figure 25 and discussed in Section 3.1.1. As a result, it is natural that 

as a whole, participants did not have a consistent mental model for multi-display interactions simply 

because they had varying degrees of experience with technologies in multi-display environments. The 

interaction metaphors provided in Section 3.3.2 provide user experience professionals with knowledge to 

draw upon when creating new content transfer gestures for multi-display environments, despite no 

consistent mental model for users, as it provides a grouping for a wide variety of conceptual models.  

3.4.2 Recommendations for Applying Gestures and Metaphors 

With the large number of gestures created for the study and the resulting interaction metaphors presented, 

user experience professionals can utilize these metaphors in designing content transfer interactions for 

multi-display environments in a number of different ways. Recommendations for user experience 

professionals are described in the following subsections. 

3.4.2.1 Aliasing Gestures 

Aliasing gestures allows for multiple gestures to support a specific task. An example of aliasing is 

highlighted by the task to save a document in Microsoft Word 201311. To save a document, a user has 

several methods to complete this task. One method is the Control-S keyboard shortcut, another is to click 

the save button in the toolbar and another is to select the save option from the File menu, as shown in 

Figure 44. Providing multiple options for a user to save a document, provides them with choices in 

                                                
11 Microsoft Word 2013, http://office.microsoft.com/en-us/word/ 
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whichever option they feel most comfortable with, quickest to use or easiest to perform, which are goals 

of user experience.  

This technique can also be applied to gestures in multi-display environments as a way of handling the 

different conceptual models users have, which was illustrated by the lack of agreement discussed in 

Section 3.4.1. When analyzing the gestures in the study, no instances were found where gestures conflicted 

with one another in terms of their meaning. This indicates that despite different gestures having different 

meanings, different gestures were chosen by users for the same task. An example of this was seen with 

the Position On, Position Near, Position Beside and Position Above gestures, which were expected by 

users to produce similar results, despite the meaning of each gesture being inherently different.  

This was also seen with several different gestures such as Chucking, Swiping and Throwing, despite the 

atomic nature of the gestures (with-device, on-device, and without-device, respectively) being very 

Figure 44 – 2 aliased options for saving a document in Microsoft Word 
2013. (a) Using a toolbar option (b) Using the File menu option 

(a) 

(b) 
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different. As a result, providing an alias for the gestures would allow user experience professionals to 

accommodate divergent conceptual models for users in multi-display environments. Aliasing gestures can 

also serve as a solution for the fatigue issue mentioned by users with gestures in the Moving Objects 

metaphor.  

3.4.2.2 Gestures and Metaphors 

The nature of the atomic gestures that were observed in the study served as the basis for designing the 

metaphors presented in Section 3.3.2. These metaphors are also based upon implicit understandings of 

spatial relationships in an environment – objects are independent from one another, have location, and can 

(sometimes) move [73].  

The metaphors serve as a conceptual guide for user experience professionals to allow them to design 

gestures that are more easily discoverable and understandable, as they categorize a multitude of conceptual 

models users can have in multi-display environments.  

3.4.2.3 Different Gestures for Distance and Device 

The results presented in Section 3.3.5 showed that distance and device were important factors in users 

choosing gestures in multi-display environments.  As a result, user experience professionals can opt for 

metaphors that map to distances and device type or choose independent gestures entirely. For example, 

users in the study often chose gestures in the Borrowed Interaction metaphor for far distances and gesture 

metaphors from the Close Contact metaphor when at a closer distance. A user experience professional 

could then choose to alias gestures, as discussed in Section 3.4.2.1, and use a Camera gesture (among 

others) for far distances, a Bump gesture for close distances, and a device- and distance-independent 

gesture (such as Swipe Up) for content transfer interactions in a multi-display environment. Close Contact 

gestures weren't utilized when a faraway wall display was the target device, which indicates that different 
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gestures or metaphors for content transfer should be used for a multi-display environment where a wall-

display is a primary component. 

3.5 Study Limitations 

In the user-elicitation study, participants were frequently encouraged to create gestures and interactions 

without regard for technological limitations. Despite this freedom, it appeared that their current and 

existing experiences with other technologies either influenced or limited the types of gestures they created. 

This was seen with the Borrowed Interactions interaction metaphor, where participants mimicked 

interactions from existing experiences with technologies such as digital cameras and objects such as 

mirrors.  

It is also recognized that more comprehensive user studies need to be performed that involve a wider range 

of participants. As mentioned in Section 3.1.1, the average age of male participants and female participants 

were 27 and 25 years, respectively, which doesn’t  represent  a  large  population  of  potential  users  for  multi-

display environments,  which  suggests  that  the  findings  from  the  study  can’t  be  generalized.   

Likewise, many of the participants had prior experience with all or some of the technologies in multi-

display environments, as indicated in Section 3.1.1. As the target users for multi-display environments 

should have any level of experience with the associated technologies, it makes sense for a wider range of 

experience for users in the study. This means that the study provided limited insights into users with little 

to no experience in technologies related to multi-display environments and accordingly how factors such 

as distance and device affected them when performing interactions for transferring content.  

Another limitation of the study was the nature of the multi-display environment itself. For the purposes of 

the study, common multi-display hardware was used, however, other technologies such as mobile phones 

can potentially be used in interactions for transferring content. Furthermore, multi-display environments 

can exist with simply one of the technologies used in this study (i.e. just digital tabletops, just wall displays 
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or just tablets). However, given that multi-display environments are still relatively new and a goal of the 

thesis was to provide user experience professionals a set of interactions for content transfer tasks and 

guidelines, the findings can be used to inform the design of future gestures and interactions in multi-

display environments. Undoubtedly, given a wider range of participants and multi-display environments, 

more robust and generalizable insights about the interaction metaphors and guidelines used by user 

experience professionals can be provided. 

3.6 Conclusion 

The study presented in this chapter was designed to elicit content transfer gestures from users of multi-

display environments. To elicit gestures, the study focused on tasks related to content transfer as such 

tasks are extremely frequent and form the basis of interactions for users in multi-display environments. 

Quantifying the level of agreement with the gathered gestures indicated that it was not possible to extract 

a single gesture set for user-experience professionals to use. As a result, four conceptual interaction 

metaphors were presented to form a basis upon which user-experience professionals can create gestures 

and interactions for multi-display environments. Also presented in this chapter are the implications for 

user-experience professionals when considering distance and device types in creating content transfer 

gestures for users. These implications lead to recommendations that user-experience professionals can 

consider when creating content transfer interactions for multi-display environments. 
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 Conclusion & Future Work 

The work discussed in this thesis examined interactions for content transfer tasks, which are common for 

users in multi-display environments. This provides insight for future user experience professionals and 

system designers, so they can improve the usability and user experience of multi-display environments. 

Chapter 1 described the motivations and research questions behind this thesis work. An overview of multi-

display environments, designing interactions for them, and the different types of multi-display 

environments are provided in Chapter 2. This was to provide background that is required to understand 

the challenges that user experience professionals face when designing content transfer interactions for 

users in multi-display environments. From this understanding, a user-elicitation study was then performed 

to answer the research questions presented in Section 1.5 and provide insight into improving user 

experience for multi-display environments. This was presented in Chapter 3.  

4.1 Contributions 

The first contribution of this thesis is an overview of the current research space of interaction design in 

multi-display environments. This is provided in the form of a literature review that discusses the 

background of multi-display environments, existing multi-display interactions, and the different types of 

multi-display environments. Also included is a categorization of past interaction techniques for multi-

display environments. The categorizations are based upon whether or not graphical menus, physical 

approaches or gestures that may or may not involve devices, are used. This categorization should help 

user experience professionals determine what challenges a new interaction technique may face, based on 

these prior interactions. This answered the first research question,  “What is the current state of research 

in multi-display environments, particularly within the context of interaction  design?” that was directed 

towards understanding current research in multi-display environments and interaction design. 



 
 

93 
 

The second contribution of this thesis is its exploration of user experience for multi-display environments 

through investigations into the four remaining research questions presented in Section 1.5. The second 

research  question,  “What are the impacts of the spatial characteristics of the environment on interactions 

for tasks involving content transfer in multi-display environments?” was investigated in the user-

elicitation study presented in Chapter 3 and discussed in detail in Section 3.3.5. The results from the study 

showed that distance had a significant impact on interactions for content transfer tasks in multi-display 

environments, particularly on interactions that required users to make physical contact with different 

displays. The third research question, “What are the impacts on content transfer interactions based on the 

characteristics/affordances of the different displays and devices in a multi-display environment?”  was 

also discussed in Section 3.3.5. The elicitation study similarly showed that interactions that required 

closeness or physical contact are impacted significantly, particularly since some of these interactions are 

display-specific. The answers to these two questions demonstrate that interactions for content transfer 

tasks do change based on distance and display type. As a result, a set of recommendations is provided in 

Section 3.4.2 for user experience professionals to utilize when designing interactions for content transfer 

tasks in multi-display environments.   

The fourth research question, “To what extent is the conceptual model of interaction for users based upon 

spatial characteristics or device characteristics?” and fifth research question “Prior research has 

produced several gesture sets for digital tabletop interaction, but can gestures be elicited for multi-display 

environments in a similar fashion?” are co-dependent and are also investigated in the user-elicitation 

study presented in Chapter 3. The fifth research question revealed that it was not possible to create a single, 

user-elicited interaction set for multi-display environments. This was due to a wide variety of interactions 

created by users and indicated that no consistent mental or conceptual model exists for users in multi-

display environments. However, a categorization of these interactions did lead to the creation of a set of 

interaction metaphors provided in Section 3.3.2 that can guide user experience professionals in the design 
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of new interactions for transferring content in multi-display environments. Many of the interactions in this 

set of interaction metaphors were influenced by spatial and device characteristics, both directly or 

implicitly, which answers the fourth research question. 

4.2 Future Work 

Multi-display environments in the context of the definition used in this thesis are still a relatively new 

research area, particularly with respect to user experience. As this thesis focused on a specific part of user 

experience in a multi-display environment and interactions for content transfer, a number of directions 

could be taken for future work. They are as follows: 

The first direction for future work is to provide an evaluation of the interaction metaphor set provided in 

Section 3.3.2. This evaluation can follow the work by Morris et al. [15] and evaluate the interaction 

metaphor set either by working closely with user experience professionals to create new interactions or 

evaluating selected interactions for content transfer in the interaction metaphor set. These interaction 

metaphors could also be incorporated into real-world, multi-display environments and can be qualitatively 

assessed with users and multiple case studies. This would allow for real-world user feedback that can 

inform the design of future multi-display environments. 

A second possible direction for future work is to examine the performance measures of the interaction 

metaphor set. This can be done by comparing user preference in the interaction metaphor set and 

performances measures such as distance, speed, accuracy and display type for moving content across the 

different displays in a multi-display environment. This examination can establish the efficiency and 

usefulness of certain interactions for moving content in multi-display environments and thus inform future 

interaction design standards. 

Examining the impact of multiple users and collaboration on these interaction metaphors is a third 

interesting direction for future research. The scope of this current thesis research was limited to single or 
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two-user interactions for content transfer in multi-display environments, but examining the impact of 

multiple users in a multi-display environment and the social dynamics the interactions entail can lead to 

meaningful results for designing group interactions. 

4.3 Conclusion 

Multi-display environments are becoming increasingly common. Nearly all technology tradeshows 

present technologies that are integrated into and considered parts of multi-display environments, much 

like the upcoming consoles by Microsoft12 and Sony13. To maximize the inherent potential these 

environments contain in a wide variety of fields – such as medicine, oil and gas, and emergency response 

planning – it is important to have useful interactions that make sense not only to the users but also for the 

tasks they are performing. These interactions are the first step in creating interfaces that are designed for 

multi-display environments. 

This thesis presented an exploration into user experience in multi-display environments by focusing on 

common task that users perform in multi-display environments – moving content across different displays 

and devices. The impacts that factors such as distance and type of device have on content transfer 

interactions for users, are discussed. Also provided is a set of interaction metaphors for user experience 

professionals to use, as well as approaches to deal with the factors mentioned previously.   

Using previous research into multi-display environments, this thesis work provides information for future 

user experience professionals and researchers in the field of multi-display environments to ultimately 

produce  more  useful  computer  tools  and  transform  man’s  environment,  as  stated  by  Victor  Papanek  in  the  

first line of this thesis. 

  

                                                
12 Microsoft, www.microsoft.com 
13 Sony, www.sony.com 
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