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Design Implications
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Introduction

4Image Source: Authors



How Will 
We Control 
Our Future 

Things?

5Image Source: https://www.pinterest.ca/pin/419538521520759082/



How Will We 
Control Our 

Future 
Things…Using 
Augmented 

Reality?

6Image Source: https://docs.microsoft.com/en-us/windows/mixed-reality/gestures 



Various Methods of Input
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Voice Commands & Gestures
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Research Questions

1. What is the current state of research?
2. How can gestures and voice commands 

be elicited?
3. What insights can be derived from the 

elicitation study? 
4. Do users have a preference between 

voice vs gestures?

9Image Source: Authors



Background & Related Work
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Background Research
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AR & IoT 
Research

• Education
• Home
• Smart Cities
• User Interaction & Comfort
• Backend Solutions
• Industrial/ Market Based
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Elicitations

• Gestures

• Voice

• Multimodal
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User Elicitation Study for AR-
IoT Controls
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Task 
Combinations

Combo # Scenario Task (Context) Control Method

1 Interact with a Menu System Computer to Print Queue gesture

2 Interact with a Menu System Computer to Print Queue voice

3 Interact with a Menu System Lights Schedule gesture

4 Interact with a Menu System Lights Schedule voice

5 Environmental Control Blinds gesture

6 Environmental Control Blinds voice

7 Environmental Control Thermostat gesture

8 Environmental Control Thermostat voice

9 Media Control Speaker Control gesture

10 Media Control Speaker Control voice

11 Media Control Video Display gesture

12 Media Control Video Display voice

13 Follow a Workflow Cooking gesture

14 Follow a Workflow Cooking voice

15 Follow a Workflow Fixing a Boombox gesture

16 Follow a Workflow Fixing a Boombox voice
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Cooking a Recipe
(Following a Workflow)
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Fixing a Boombox
(Following a Workflow)
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Blinds Control
(Environmental)
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Thermostat Control
(Environmental)
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Speaker Control
(Media)
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Video Display Control
(Media)
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Connecting Computer to Print Queue
(Menus)
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Se;ng Up Lights Schedule
(Menus)

26Images Source: Authors



Gestures
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Voice Command Pattern Template
“rotate”/other verb (“spin”/ “move”) + “blinds” + “left”/ “right”
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Final Results
784 inputs
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Voice or 
Gesture? 

…Both
• 7 People for Gestures

• 6 People for Voice

• 3 did not pick
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Study Observations, User 
Comments, & Design Implications

31Image Source: Authors



Gesture Round Observations

6 GESTURE 
ORIENTATIONS 

HAND-SWITCHING PRIORITIZE 
POINTER & THUMB 

VARIOUS DEGREES 
OF FREEDOM 

ENTIRE ARM

PHYSICAL WORLD 
INFLUENCES

BRIDGING 
PHYSICAL GAPS
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Voice Round Observations

minimalistic 
commands

Commands align with 
UI & environment

previously learned 
command styles

natural 
conversation/intuition

“back” to go to 
previous step
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Overall Observations

Technology should be receptive 
to multimodal input

Interaction may change based on 
affordances (i.e. hands not clean)
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User Comments- Interaction & Strategy

Current technology influences

Visual cues (where to look)

Consistent Interaction (some want to interact spontaneously)
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User Comments- Preferences

All would use non-preferred 
method 

Some said combo would be best 
(together/not together)
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Limitations & Conclusion
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Scope
• 16 participants
• Demographic
• Scenarios, Hardware

Limitations
• Another Person in the Room
• Priming
• Words on the UI
• Proposal Structure
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Future Work

• Variables

• Situational/Environmental

• User Interface

• Demographic
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Conclusion
• How users want to interact with IoT & headset AR at home

• Elicitation study 

• voice command pattern template
• Gestures & Commands

• Preferences
• Design recommendations
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Thank You, Questions?
For Paper: https://ase.cpsc.ucalgary.ca/publications-2/2020-2/
Slides will also be here soon!

For Full Thesis: https://prism.ucalgary.ca/handle/1880/111455

Contact Details 
Shreya Chopra, MSc.: shreya.chopra@ucalgary.ca
Dr. Frank Maurer: fmaurer@ucalgary.ca
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Backup Slides
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Current 
Popular AR
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Internet of Things
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IoT Control Points
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Procedure-Wizard of Oz

• We tell them what to achieve at each step

• They decide how to do it (using non-menu part of freedom)

• We know what output will be at each step

• Output is same regardless of input

• Consistency for everyone

• Each component (i.e. slider) mapped to our keyboard
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Gulf of Execution

• Output the same regardless of input

• Consistency

• Keyboard mapping

• No technical problems with input recognition
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Agreement Rates- Wobbrock

• r = referent in the set of all referents R 

• Pr =  set of proposals for referent r

• Pi = subset of identical symbols from Pr

• Range of equation: 1/|Pr | · 100% ≤ A ≤ 100%

• Lower bound is non-zero because even when all proposals 
disagree, each one trivially agrees with itself. 

• i.e. if 15 out of 20 users proposed one gesture while 5 proposed 
another gesture for the same referent, r, [(15/20)^2 + (5/20)^2] / 1 · 
100% = 62.5% is the agreement rate.

• few gaps in this calculation: i.e. trivial agreement even when all 
proposals were unique
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Agreement Rates- Vatavu
• i.e. 20 participants

• |P|=20 proposals were collected for a given referent r

• 15/20 proposed one gesture and 5/20 propose another, i.e., |P1|=15 and |P2|=5 

• # of pairs of participants in agreement w/ each other: (15·14)/2 + (5·4)/2 

• Total # of pairs that could have been in agreement: (20·19)/2

• Dividing 2 values: AR(r) = (115/190) = .605 is obtained

• By comparison, Wobbrock: (15/20)2 + (5/20)2 =.625 

• Both Wobbrock, Vatavu assume each participant only proposes one gesture
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Agreement Rates- max consensus
• For multiple proposals by one participant

• |𝑃|= # of participants

• 𝑃𝑖 = set of participants who made proposal 𝑖

• max 𝑃𝑖⊆𝑃 |𝑃𝑖|:  # of participants who made the most popular proposal

• Drawback: case where there is no consensus among participants. Ie. 2 people each propose 
something different: ½ = 50% as the “max consensus” or “the percent of participants suggesting 
the most popular proposed interaction”. 

àThis is unexpected since there is, in fact, 0 agreement amongst the 2 participants.
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Agreement Rates-Chen

gap where there is no valid calculation for the case in which there are multiple 
proposals by the same participant as well as a 0 consensus amongst proposals of all 
participants
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Agreement Rates- Chen
• multiproposals by single participants in + consensus amongst all participants’ proposal is 0

• |𝑃|: # of participants

• 𝑃𝑖 = set of participants who made proposal 𝑖

• max 𝑃𝑖⊆𝑃 |𝑃𝑖|:  # of participants who made the most popular proposal

• In this case, if 2 users proposed diverging inputs, the percentage would be (1-1)/(2-1) = 0%
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Agreement Rates-Chen

Allows for different # of proposals from each participant
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Legacy Bias

• What people know can influence their elicitation

• People usually force different interactions

• We allowed them to interact organically

àSame or different every time if they want

àPros: organicness and whether they choose to use same or not
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Interacting with Menu System
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Interacting with Menu System
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EnvironmentalControl
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MediaControl
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Following a Workflow
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Interacting with Menu System
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Interacting with Menu System
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EnvironmentalControl
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MediaControl

63



EnvironmentalControl
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Voice Rules
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Voice Rules
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