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Abstract 

The paper describes a toolkit that integrates spatially-

aware multi-surface systems with mixed-reality 

approaches to create immersive collaborative 

environments. The toolkit integrates multiple digital 

displays and multiple Microsoft HoloLens devices with 

multiple Kinects. The HoloLens’ allow several users to 

look at the same virtual hologram while the Kinects 

enable them to use body movements to interact with 

these holograms as well as with other digital surfaces in 

a space. Effectively, the toolkit enables its users to 

build collaborative applications that utilize digital 

displays as well as the space between them to interact 

with information. Our approach also facilitates the 

management of virtual objects and overcomes gesture 

restrictions of HoloLens. We use the toolkit in a 

prototype application for improving the efficiency and 

response time in emergency management. 
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Introduction 

Interacting with 3D mixed-reality models requires 

substantial amounts of technology and/or usability 

trade-offs. While head mounted devices such as 

HoloLens offer a limited gesture set for interactions [1], 

depth cameras such as Microsoft Kinect provide a full 

body interaction along with a variety of gestures that 
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can be useful for interacting with 3D models. The 

usability of complex multi-surface systems can be 

enhanced if this society of devices is treated as a single 

environment [2,3]. To go beyond showing information 

on digital surfaces, the 3-dimensional space between 

different surfaces can be utilized for mixed-reality 

models. To help developers, we developed a tool that 

manages 3D mixed reality models and enables users to 

interact with these virtual objects. This paper focuses 

on how we use the Microsoft HoloLens and Kinects to 

create the immersive collaborative experience.1 

Combining the interface of the HoloLens with the 

functionality of the Kinect has introduced many 

opportunities for information handling or manipulation. 

We have created an infrastructure by which the two 

devices are able to communicate. The toolkit utilizes 

multiple HoloLens and/or Kinect devices to enable 

multiple users to view the same data within the same 

space. Our framework can be expanded even further to 

include multiple other devices, restricted only by their 

ability to connect to our server. By defining a standard 

message format, there are potentially a limitless 

number of devices that can be connected and 

integrated. We have previously published part of this 

toolkit (SoD) [3]. We use the toolkit in a collaborative 

industry project to prototype technology for an 

Emergency Operations Centre (EOC) of the Future to 

supports analyze and plan emergency situations.  

Related Work 

Various applications and frameworks have been 

developed that use head mounted devices, wearables, 

Kinect, etc., to interact with the 3D mixed reality 

models and create seamless interaction of devices. 

                                                 
1 See ***SoD ITS 2015 paper*** for details on the multi-surface 

aspect of the approach. 

Mayer and Soros use smart glasses and watches to 

select objects and interact with them in the real world 

[4]. XDKinect is a framework that uses Microsoft Kinect 

as a mediate for cross device interaction (allow users to 

interact with multiple devices) [5]. In [6] authors study 

how to manipulate or interact with virtual objects using 

various gesture control systems or gesture interactions 

via Kinect or other devices. Different projects are 

explained in [7] that separately use Kinect and GearVR 

headset as well as other devices to interact with virtual 

objects.  The most similar work to ours is HoloR [1], an 

augmented reality system that uses projectors, 

goggles, and Kinect. It tracks the data and forwards the 

Kinect primary gestures to the app. However, the use 

of HoloLens and the details of Kinect and lens 

interactions are not mentioned in [1]. The main 

difference of our work with HoloR is the ability to use 

SoD built in gestures on the HoloLens to manage a 

virtual object and overcome the restriction of HoloLens 

to create new gestures.  

Engine 

The HoloLens is tied in with the Unity Engine for model 

creation. Unity uses a type of file (AssetBundle) which 

automates the process of 3D model serialization and 

deserialization. Integrating these capabilities allows us 

to shift focus from data optimization, to how the data is 

transferred.  

Framework 

To allow for cross-device communication, we use our  

“Society of Devices” (SoD) toolkit [3]. SoD is a 

message relay server to which multiple devices 

connect, and register themselves with. SoD relays 
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Figure 1. Real-time use of the 

Kinect in coordination with the 

HoloLens. In frame one, the 

user anchors the object by 

closing one hand. In frame two, 

the user positions his second 

hand in order to calculate 

relative distance between 

hands. In frame three, the user 

enlarges the object by widening 

his hand position. 

messages between connected devices. Currently, 

similar to standardized network socket libraries, SoD 

contains commands such as Connect, On, and Emit, 

has the ability to exchange information, and implement 

additional commands (e.g. declaring the single target 

of a message, asking for the number of people the 

Kinect are able to see, etc.). SoD can be used as a file 

server. We serialize data from files and upload them 

through Emit messages to be stored on the server. 

Multiple HoloLens are then able to download these files, 

deserialize them, and use the information accordingly. 

This allows for the sharing of 3D models and their 

location in physical space amongst multiple HoloLens 

devices in real time. 

Gestures 

One of the limitations of the HoloLens (restrictions 

placed on its API by Microsoft) is that it does not allow 

for the creation or addition of new gestures and 

provides exactly two gestures. Because users feel 

comfortable using more than two gestures [8] we 

decided to integrate Kinect gestures that are already 

distributed by SoD to overcome this limitation. Using 

the Kinect, we can place the users’ hands within the 3D 

realm of the HoloLens. By giving their real-world hands 

a virtual position in the same space as the mixed reality 

objects, interaction within that 3D world becomes 

possible. To interact with virtual objects, a “grab” 

gesture seems to be an obvious choice. The HoloLens 

already supports a grab gesture, but we found it to be 

very unnatural feeling during its use. It requires a very 

awkward, and deliberate motion, which goes against 

our intuitive approach. We felt this to be very 

contradictory, and attempted to create alternatives. 

Along the way, we implemented a mechanism which 

determines the specified object we are attempting to 

interact with. This raised a number of issues. If we 

were to use hand positions, we could not assume that 

the world the HoloLens views is comparable in scale or 

position as the world the Kinect views. Neither device 

knows how the other interprets the physical world. We 

cannot be sure that the HoloLens has the room mapped 

similarly to that of the Kinect to any degree of 

accuracy. SoD merely relays along what the Kinect tells 

it to. We use the standard gaze mechanism used in the 

HoloLens to decide which object the user is interacting 

with. A ray is cast from the current camera perspective, 

down the line of sight, until it collides with an object 

that we have tagged as interactable. The collided object 

becomes considered the current focused object. When a 

user performs a grab, the focused object is what they 

interact with. This cross-device integration enabled us 

to provide intuitive interactions with 3D models. 

Interaction 

Implementing the Kinect allows for a more fluid and 

natural interaction between the 3D world and the user. 

The user has to simply close their hand to instantiate a 

grab event and the system handles the rest. The Kinect 

invokes an emit function which sends a “Grab started” 

message to SoD passing the users/hand position, 

current gestures, etc. The HoloLens receives the 

message from SoD, looks at the hand positions, and 

then invokes its own grab event. If the User then opens 

their hand, invoking a “Grab released” event, this 

process is repeated. While the grab released event is 

not sent, the HoloLens will poll SoD every 100ms to ask 

the Kinect the current position of hands. Every time the 

HoloLens receives the hand positions from SoD, it uses 

these positions to determine how to alter the virtual 

world. For example, in Figure 1, we have the HoloLens 

set to recognize that a grab indicates we are 
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Figure 2. Real-time use of the 

Kinect in coordination with the 

HoloLens. Similar to Figure 1 

except that the gesture is used 

to rotate the cube rather than 

enlarge it 

 

 

attempting to interact with the focused object. We then 

begin polling to find the relative distance between the 

users’ hands with respect to their original distance. We 

can also do the same for rotating as shown in figure 2.  

By implementing more gestures via the Kinect, there is 

essentially a large number of body movements to 

signify commands. By extending the model from that of 

a simple 3D cube, we can allow for users to manipulate 

individual buildings on a map. By introducing different 

gestures, the user can clone, move, orient, scale, and 

rotate buildings with our current design.  

Conclusion & Future Work 

Based on current state of the project, we believe that 

there is a significant number of applications for this 

technology. The toolkit will substantially decrease the 

amount of time taken build immersive multi-surface 

applications. In the future, we will explore immersive 

analytics applications with a focus on enhancing EOCs.  

In addition, we will integrate Google Tango tablets to 

view the same virtual holograms. This would be a low 

cost alternative to look at virtual holograms but will 

also require to rethink gesture interactions. On the 

technical side, we will store 3D objects and their 

positions in a database, enabling us to show or hide 

parts of an object. By storing the information as 

opposed to an AssetBundle file, we would be able to 

download the models to a non-unity engine if need be. 
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